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ABSTRACT. It is proved that every Rota—Baxter operator of weight zero on the Jordan algebra of a nondegenerate bilinear symmetric form is nilpotent of index less or equal three. We found exact value of nilpotency index of Rota—Baxter operators of weight zero on simple Jordan algebra of Clifford type over the fields \( \mathbb{R} \), \( \mathbb{C} \), and \( \mathbb{Z}_p \). For \( \mathbb{Z}_p \), we essentially use the results from number theory concerned quadratic residues and Chevalley—Warning theorem.
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1. INTRODUCTION

In 1933, a physicist P. Jordan introduced a notion of Jordan algebra [1] in quantum mechanics. A Jordan algebra \( J \) over a field \( F \) of characteristic \( \neq 2 \) is a commutative (nonassociative) algebra over \( F \) satisfying the Jordan identity \((x^2y)x = x^2(yx)\).

Every associative algebra under the new product \( x \circ y = \frac{1}{2}(xy + yx) \) is a Jordan algebra. For example, a matrix algebra under \( \circ \) turns into a simple Jordan algebra. Moreover, the set of matrices symmetric relative to an involution is a Jordan algebra (of Hermitian type) under the product \( \circ \). The set of self-adjoint matrices of order three over the octonions under \( \circ \) is a 27-dimensional simple Jordan algebra (of Albert type). Given a vector space \( V \) with nondegenerate bilinear symmetric form \( f \), one can equip a space \( F \oplus V \) with a structure of simple Jordan algebra provided \( \dim V \geq 2 \) (Clifford type).
The first classification theorem for Jordan algebras was obtained by P. Jordan, J. von Neumann, and E. Wigner in 1934 [2]. In 1978–1983, E. Zelmanov was a leader of so called “Russian revolution” [3] in the theory of Jordan algebras. In particular, he proved that every prime (including simple) Jordan algebra without absolute zero divisors is either of Hermitian, Albert or Clifford type [4].

Jordan algebras are deeply connected with Lie algebras and finite simple groups via Kantor–Kücher–Tits construction, the Freudenthal–Tits magic square, etc. Let us refer a reader to the excellent monographs on Jordan algebras [3, 5, 6].

The notions of Rota–Baxter operator and Rota–Baxter algebra were introduced by G. Baxter in 1960 [7] as a generalization of integration by parts formula. Since 1960s, J.-C. Rota, P. Cartier, L. Guo, C. Bai and others studied combinatorial and algebraic properties of Rota–Baxter algebras (see details in the monograph on the subject written by L. Guo in 2012 [8]).

There is a deep connection (see [9–14]) of Rota–Baxter algebras with Yang–Baxter equation, quantum field theory and Loday algebras.

In 1935, C. Chevalley [15] and E. Warning [16] proved two very close theorems which are now gathered in one Chevalley–Warning theorem. This theorem states that over a finite field every system of polynomial equations with sufficiently large number of variables has a solution. From that time, a lot of connections and applications of Chevalley–Warning theorem were found, including combinatorial Nullstellensatz, Erdős–Ginzburg–Ziv theorem, etc. (see, e.g. [17]).

The aim of the current work is to investigate Rota–Baxter operators of weight zero on simple Jordan algebras of nondegenerate bilinear forms. Firstly, we prove that all such operators are nilpotent of index not greater than 3. Secondly, we are interested on the exact value of nilpotency index of Rota–Baxter operators of weight zero. It occurs that the nilpotency index of Rota–Baxter operators of weight zero on simple Jordan algebra of Clifford type depends on the dimension of algebra and on the ground field. For a finite field, we essentially use the Chevalley–Warning theorem and its corollaries.

Throughout of the paper, the characteristic of the ground field $F$ does not equal 2.

2. Preliminaries

2.1. RB-operator. Given an algebra $A$ and scalar $\lambda \in F$, where $F$ is a ground field, a linear operator $R: A \to A$ is called a Rota–Baxter operator (RB-operator, for short) on $A$ of weight $\lambda$ if the following identity

$$R(x)R(y) = R(R(x)y + xR(y) + \lambda xy)$$

holds for all $x, y \in A$.

Let us list some examples of RB-operators of weight zero (see, e.g., [8]):

Example 1. Given an algebra $A$ of continuous functions on $\mathbb{R}$, an integration operator $R(f)(x) = \int_0^x f(t) \, dt$ is an RB-operator on $A$ of weight zero.

Example 2. A linear map $R$ on the polynomial algebra $F[x]$ defined as $R(x^n) = \frac{x^{n+1}}{n+1}$ is an RB-operator on $F[x]$ of weight zero.

Example 3. Given an invertible derivation $d$ on an algebra $A$, $d^{-1}$ is an RB-operator on $A$ of weight zero.
Lemma 1. Let $A$ be a unital algebra, $P$ be an RB-operator on $A$ of weight zero. Then

a) $1 \not\in \text{Im} P$;

b) if $A$ is a simple finite-dimensional algebra and $\dim A > 1$, then $\dim \ker P \geq 2$;

c) if $P(1) \in F$, then $P(1) = 0$, $P^2 = 0$, and $\text{Im} P \subset \ker P$;

d) $P(1)P(1) = 2P^2(1)$.

Proof. a) Assume there exists $x$ such that $P(x) = 1$. We have

$$1 = 1 \cdot 1 = P(x)P(x) = P(P(x)x + xP(x)) = 2P(x) = 2 \cdot 1,$$

a contradiction.

b) Let $A$ be simple, $\dim A = n < \infty$. Suppose that $\dim \text{Im} P = n - 1$. Given a nonzero $x \in \ker P$, we compute

$$0 = P(x)P(y) = P(xP(y)), \quad 0 = P(y)P(x) = P(P(y)x).$$

Therefore, $\ker P$ is closed under multiplication on $\text{Im} P$. As $A = \text{Span}\{1, \text{Im} P\}$, we have a proper ideal $\ker P$ in $A$, this contradicts simplicity of $A$.

c) From a), $P(1) = 0$. Other statements follow from

$$0 = P(1)P(x) = P(P(1)x + 1 \cdot P(x)) = P(P(x)).$$

d) Follows directly from (1). \hfill \Box

Lemma 2. Let an algebra $A$ equal $B \oplus C$ (as vector spaces), where $B$ is a subalgebra of $A$ with an RB-operator $P$: $B \to B$ of weight zero, $P(B)C, CP(B) \subseteq \ker P \oplus C$. Then the linear operator $R$ on $A$ defined as $R(b + c) = P(b)$, $b \in B$, $c \in C$, is an RB-operator of weight zero.

Proof. Straightforward. \hfill \Box

Remark that the condition $P(B)C, CP(B) \subseteq \ker P \oplus C$ from Lemma 2 holds in the particular case when $C$ is a $B$-bimodule.

2.2. Chevalley—Warning theorem. For our purposes, let us write down the following version of Chevalley—Warning theorem:

Theorem 1 (Chevalley—Warning theorem, [15, 16]). Let $F$ be a finite field and $f_i \in F[x_1, \ldots, x_n]$, $i = 1, \ldots, r$, be homogeneous polynomials of degree $d_i$ respectively. If $d_1 + \ldots + d_r < n$, then there is a nonzero solution in $F$ to $f_1(x) = \ldots = f_r(x) = 0$.

We also need the following result

Proposition 1 ([17]). Let $F$ be a field of characteristic different from 2 in which each quadratic form in three variables has a nontrivial solution. Then, for any $a, b, c \in F^*$, there exist $x, y \in F$ such that $ax^2 + by^2 = c$.

For a finite field, Proposition 1 could be derived from [18] as a corollary of Chevalley—Warning theorem.

2.3. Simple Jordan algebra of Clifford type. Let $V$ be a $n$-dimensional vector space, $n \geq 2$, and $f$ be a nondegenerate bilinear symmetric form acting on $V$. We introduce simple $(n + 1)$-dimensional Jordan algebra $J_{n+1}(f)$ as the space $F \cdot 1 \oplus V$ with the following product

$$(\alpha \cdot 1 + v)(\beta \cdot 1 + u) = (\alpha \beta + f(v, u)) \cdot 1 + (\alpha u + \beta v).$$
Let us choose such basis $e_1, e_2, \ldots, e_n$ of $V$ that the matrix of the form $f$ in this basis is diagonal with elements $d_1, d_2, \ldots, d_n$ on the diagonal. As $f$ is nondegenerate, $d_i \neq 0$ for each $i$. Let us identify the form $f$ with the elements $d_i$: $f = (d_1, \ldots, d_n)$.

By $(v, u)$ for $v = \sum_{i=1}^{n} v_i e_i$, $u = \sum_{i=1}^{n} u_i e_i$, we denote the sum $\sum_{i=1}^{n} d_i v_i u_i$.

It is well-known [6] that $J_{n+2}(f)$ is a quadratic algebra, i.e., every element $x \in J_{n+2}(f)$ satisfies a quadratic equation $x^2 - t(x)x + n(x)1 = 0$ for some $t(x), n(x) \in F$. For $x = \alpha \cdot 1 + v, \alpha \in F, v \in V$, we have $t(x) = 2\alpha, n(x) = \alpha^2 - (v, v)$.

3. **Bound theorem and 3-dimensional case**

**Theorem 2.** Let $J$ be a (not necessary simple or finite-dimensional) Jordan algebra of a bilinear form. Then $R^3 = 0$ for every RB-operator of weight zero on $J$.

**Proof.** Let $R$ be an RB-operator on $J$ of weight zero. Firstly, if $R(1) = 0$, then $R^2 = 0$ by Lemma 1, c).

Secondly, if $R(1) \neq 0$, let us prove that $t = t(R(1)) = 0$. Indeed, assume $t \neq 0$. Then $R(1) = \alpha \cdot 1 + a, \alpha = \alpha/t, a \in V$, Lemma 1, d) implies $R(a) = \frac{1}{\alpha}((a, a) \cdot 1 - \alpha^2 \cdot 1) \in F$. Therefore, $R(a) = 0$, and $(a, a) = \alpha^2$. Relation (1) leads to

$$0 = R(1)R(a) = R(R(1)a + R(a)) = \alpha^2 R(1),$$

so $\alpha = t = 0$.

Suppose that $t = 0$. By Lemma 1, d)

$$2 \quad 0 = R^2(1)R(x) = R(R^2(1)x + R(1)R(x)) = R^2(R(1)x + R(x)) = R^2(R(1)x) + R^3(x)$$

for every $x \in V$. As $R(1) \in V$, we have that $R(1)x \in F$ for all $x \in V$. So $R^2(R(1)x) = 0 = R^3(x), x \in V$. Together with $R^3(1) = R(R^2(1)) = 0$ we obtain that $R^3 = 0$ on the entire $J$.

**Corollary 1.** Let $J$ be a Jordan algebra of a bilinear form and $R$ be an RB-operator on $J$ of weight zero. Then a) $R(1) \in V$, b) $R^2(1) = R(1)R(1) = 0$.

**Proposition 2.** All RB-operators of weight zero on simple Jordan algebra $J_3(f)$, $f = (d_1, d_2)$, are the following

$$3 \quad R(1) = 0, \quad R(e_1) = k(\alpha \cdot 1 + \beta e_1 + \gamma e_2), \quad R(e_2) = l(\alpha \cdot 1 + \beta e_1 + \gamma e_2)$$

for such $\alpha, \beta, \gamma, k, l \in F$ that $\alpha^2 - d_1 \beta^2 - d_2 \gamma^2 = 0$ and $k\beta + l\gamma = 0$. Moreover, $R^2 = 0$.

**Proof.** Let $R$ be a nonzero RB-operator on $J_3(f)$ of weight zero. By Lemma 1, b), dim ker $R = 2$ and dim Im $R = 1$. So, by Theorem 2 we have $R^2 = 0$ and Im $R \subset$ ker $R$. Proving $R(1) = 0$, we have exactly (3). The condition $\alpha^2 - d_1 \beta^2 - d_2 \gamma^2 = 0$ follows from the fact that Im $R$ is a subalgebra of $J_3(f)$ and $k\beta + l\gamma = 0$ is a consequence of the equation (1) considered for $R(1)R(e_1)$.

Assume that $R(1) \neq 0$. By Corollary 1, a), $R(1) = \alpha e_1 + \beta e_2$ for some nonzero $\alpha, \beta \in F$. Let $x = \chi \cdot 1 + \gamma e_1 + \delta e_2$ be such an element of ker $R$ that the vectors $R(1)$ and $\gamma e_1 + \delta e_2$ are linear independent. From

$$0 = R(1)R(x) = R(R(1)x) = R(\chi R(1) + \eta \cdot 1) = \eta R(1),$$
where $\eta = d_1 \gamma \alpha + d_2 \delta \beta$, we get $\eta = 0$. Together with $d_1 \alpha^2 + d_2 \beta^2 = 0$, a condition of $\Im R$ being a subalgebra of $J_2(f)$, we have $\alpha \delta = \beta \gamma$, i.e., $R(1)$ and $\gamma e_1 + \delta e_2$ are linear dependent, a contradiction.

In light of Theorem 2, define nilpotency index $\text{rb}(J_{n+1}(f))$ as the minimal natural number $s$ such that every RB-operator on $J_{n+1}(f)$ of weight zero is nilpotent of index $s$.

**Corollary 2.** Let $F$ be an algebraically closed or finite field, then $\text{rb}(J_3) = 2$.

**Proof.** The main question is to find a nonzero solution $(\alpha, \beta, \gamma)$ of the equation $\alpha^2 - d_1 \beta^2 - d_2 \gamma^2 = 0$. Over an algebraically closed field it is enough to consider $\gamma = 1$, $\beta = 0$, $\alpha = \pm \sqrt{d_2}$. For a finite field, we apply Chevalley–Warning theorem.

The condition $k \beta + l \gamma = 0$ could be easily satisfied. At least one of the numbers $\beta, \gamma$ is nonzero. Suppose that $\beta \neq 0$, choose any $l \neq 0$ and put $k = -l \gamma / \beta$.

**Remark 1.** The statement of Corollary 2 could be not true for other fields. For example, in the case $F = \mathbb{R}$ we have $\text{rb}(J_3(f)) = 2$ if and only if $f$ is not negative definite form.

4. General case

**Lemma 3.** Let $J_n(f)$ be $(n + 1)$-dimensional simple Jordan algebra of the form $f = (d_1, \ldots, d_n)$. Let $R(1) = k_1 e_1 + \ldots + k_n e_n$, $R(e_i) = \alpha_0 \cdot 1 + \alpha_1 e_1 + \ldots + \alpha_n e_n$, $R(e_j) = \beta_0 \cdot 1 + \beta_1 e_1 + \ldots + \beta_n e_n$, $k_i, \alpha_i, \beta_i \in F$. Suppose, $R(1) \neq 0$. Then

a) $R(1)R(e_i) = \alpha_0 R(1)$ and $(R(1), R(e_i) - \alpha_0 \cdot 1) = 0$;

b) $R^2(e_i) = (\alpha_0 - d_i k_i) R(1)$;

c) $R(e_i) R(e_j) = \alpha_0 R(e_j) + \beta_0 R(e_i)$, $(R(e_i) - \alpha_0 \cdot 1, R(e_j) - \beta_0 \cdot 1) = \alpha_0 \beta_0$, and $d_i \alpha_j + d_j \beta_i = 0$;

d) $R(e_i) R(e_j) = 2 \alpha_0 R(e_i)$, $(R(e_i) - \alpha_0 \cdot 1, R(e_i) - \alpha_0 \cdot 1) = \alpha_0^2$, and $\alpha_i = 0$.

**Proof.** a) By Lemma 1, a), $R(1)R(e_i) = \alpha_0 R(1) + (R(1), R(e_i) - \alpha_0 \cdot 1) \cdot 1 = \alpha_0 R(1)$ and $(R(1), R(e_i) - \alpha_0 \cdot 1) = 0$.

b) Follows from a) and (1) applied for $R(1)R(e_i)$.

c) Let $v = R(e_i) - \alpha_0 \cdot 1$, $u = R(e_j) - \beta_0 \cdot 1$. On the one hand,

$$R(e_i) R(e_j) = (\alpha_0 \beta_0 + (v, u)) \cdot 1 + \alpha_0 u + \beta_0 v = (-\alpha_0 \beta_0 + (v, u)) \cdot 1 + \alpha_0 R(e_j) + \beta_0 R(e_i).$$

On the another hand,

$$R(R(e_i) e_j + e_i R(e_j)) = R(\alpha_0 e_j + d_j \alpha_j \cdot 1) + R(\beta_0 e_i + d_i \beta_i \cdot 1)$$

$$= (d_j \alpha_j + d_i \beta_i) R(1) + \alpha_0 R(e_j) + \beta_0 R(e_i).$$

Comparing (4) and (5), we have done.

d) Follows from c) for $i = j$.

**Remark 2.** Suppose that $R$ is an RB-operator on $J_{n+1}(f)$ such that (I) $R(1) \neq 0$ and $R^2 = 0$; (II) $x^2 + 1$ has roots $(\pm i) \in F$ and $\sqrt{-1} \in F$ for all $j = 1, \ldots, n$. Define $e'_i = e_i / \sqrt{-1}$. Let $A = (a_{kl}) \in M_{n+1}(F)$ be the matrix of $R$ in the basis $1, e'_1, \ldots, e'_n$ and let $M$ be its submatrix of size $n \times n$ formed by all rows and columns except the first ones. By Lemma 3, c) $M$ is skew-symmetric; by Lemma 3, b), the first column
of $A$ coincides with the transpose of the first row of $A$. Let us define a matrix $B = (b_{kl}) \in M_{n+1}(F)$ as follows:

$$b_{kl} = \begin{cases} a_{kl}, & k = l = 1 \text{ or } k, l > 1, \\ ia_{kl}, & l = 1, k > 1, \\ -ia_{kl}, & k = 1, l > 1. \end{cases}$$

(6)

The matrix $B$ is skew-symmetric. By Lemma 3, one can show the fact that $R$ is an RB-operator on $J_{n+1}(f)$ satisfying the conditions (I) and (II) is equivalent to the equality $B^TB = 0$ or $B^2 = 0$ for the skew-symmetric matrix $B$ defined by (6). In particular, over an algebraically closed field $F$, we have the correspondence between the set of RB-operators on $J_{n+1}(f)$ satisfying (I) and the set of all skew-symmetric matrices from $M_{n+1}(F)$ whose squares are zero.

**Example 4.** Let $J_{n+1}(f)$ be $(n+1)$-dimensional simple Jordan algebra of the form $f = (d_1, \ldots, d_n)$. Let $l_1, \ldots, l_m, k_{m+1}, \ldots, k_n \in F$ be such that $k_j \neq 0$ for some $j$ and

$$\sum_{i=1}^m d_i e_i^2 = 1, \quad \sum_{j=m+1}^n d_j k_j^2 = 0.$$

Then the following linear map on $J_{n+1}(f)$

$$R(e_i) = \begin{cases} k_{m+1} e_{m+1} + \cdots + k_n e_n, & i = 0, \\ d_i (k_{m+1} e_{m+1} + \cdots + k_n e_n), & 1 \leq i \leq p, \\ -d_i k_i (1 + l_1 e_1 + \cdots + l_m e_m), & m + 1 \leq i \leq n, \end{cases}$$

(8)

is an RB-operator of weight zero. Moreover, $R^2 \neq 0$ and $rb(J_{n+1}(f)) = 3$.

**Example 5.** Let $J_4(f)$ be 4-dimensional simple Jordan algebra of the form $f = (d_1, d_2, d_3)$. Moreover, there exist a solution $x_0$ of the equation $x^2 + d_1 d_2 d_3 = 0$ and such $k_1, k_2, k_3 \in F^*$ that $d_1 k_1^2 + d_2 k_2^2 + d_3 k_3^2 = 0$. Then the the following linear map on $J_4(f)$

$$R(1) = d_1 k_1^2 e'_1 + d_2 k_2^2 e'_2 + d_3 k_3^2 e'_3, \quad R(e'_1) = -1 + \frac{\lambda}{d_1 k_1^2} (e'_1 - e'_3),$$

$$R(e'_2) = -1 + \frac{\lambda}{d_2 k_2^2} (-e'_1 + e'_3), \quad R(e'_3) = -1 + \frac{\lambda}{d_3 k_3^2} (e'_1 - e'_2),$$

(9)

for $\lambda = k_1 k_2 k_3 x_0$, $e' = e_i / (k_i d_i)$, is an RB-operator of weight zero and $rb(J_4(f))=3$.

**Theorem 3.** Let $F$ be a field, $J_{n+1}(f)$ be a simple Jordan algebra over $F$ of the form $f = (d_1, \ldots, d_n)$, $n \geq 3$.

a) If $x^2 + 1$ has roots in $F$ and there exist pairwise different $j_1, j_2, j_3 \in \{1, \ldots, n\}$ such that $\sqrt{xy} \in F$, $s = 1, 2, 3$, then $rb(J_{n+1}(f)) = 3$.

b) For $F = \mathbb{R}$, we have

$$rb(J_{n+1}(f)) = \begin{cases} 1, & d_1, \ldots, d_n < 0, \\ 2, & d_1, \ldots, d_n > 0 \text{ or } d_1, \ldots, d_{i-1}, d_{i+1}, \ldots, d_n < 0, d_i > 0, \\ 3, & \text{otherwise}. \end{cases}$$

c) If $F$ is a finite field, then $rb(J_{n+1}(f)) = 3$ for all $n \geq 5$. 


Further, we extend done by Lemma 1, c). Denote Proposition 2, we can construct a nonzero \( R \)-operator for an \( R \)-operator \( P_{R} \) on \( J_{n+1}(f) \) for all \( d_i, d_2, d_3 \) are simultaneously quadratic residues or nonresidues. By Example 4, for \( m = 1 \), we have \( \text{rb}(J_{n+1}(f)) = 3 \).

Suppose there is an odd number of quadratic residues through \( d_1, d_2, d_3 \). To the contrary, let \( R \) be an \( R \)-operator of zero weight on \( J_{n+1}(f) \) such that \( R^2 \neq 0 \). So \( R(1) = k_1 e_1 + k_2 e_2 + k_3 e_3 \neq 0 \). Without loss of generality we assume that \( k_3 \neq 0 \). By Lemma 1, b) and assumption that \( R^2 \neq 0 \), we have \( \dim \text{Im } R = \dim \ker R = 2 \).
Lemma 3,a), by Lemma 3,d), \( \alpha_1 = 0 \). By Lemma 3,a), \( d_3k_2\alpha_2 + d_3k_3\alpha_3 = 0 \) and by Lemma 3,d), \( \alpha_0 = d_2\alpha_2^2 + d_3\alpha_3^2 \). From the last two equalities and Corollary 1,b), we conclude that

\[
\alpha_0^2 = d_2\alpha_2^2 \left( 1 + \frac{d_3}{d_2} \left( \frac{d_2k_2}{d_3k_3} \right)^2 \right) = d_2\alpha_2^2 \left( 1 + \frac{d_3k_2^2}{d_3k_3^2} \right) = \frac{d_2\alpha_2^2}{d_3k_3^2} \left( d_2k_2^2 + d_3k_3^2 \right) = -\frac{d_2d_1k_2^2\alpha_2^3}{d_3k_3^3}.
\]

If all \( k_i \) are nonzero, then by (11), \( (d_3k_3\alpha_0, k_1\alpha_2) \) is a solution of the equation \( x^2 + d_1d_3y^2 = 0 \), it is a contradiction with a choice of \( d_1, d_2, d_3 \).

Let \( k_1 = 0 \) and \( k_2, k_3 \) be nonzero. Suppose that \( R(1) \) and \( R(e_1) \) form a basis of \( \text{Im} R \). By (11), \( \alpha_0 = 0 \) and \( \text{Im} R = \text{Span}\{e_2, e_3\} \). So, coordinates of \( R(e_2) \) and \( R(e_3) \) on \( 1, e_1 \) are zero. Applying Lemma 3,c), we have \( R(e_1) = 0 \), a contradiction.

Suppose that \( R(1) \) and \( R(e_2) \) is \( \beta_0 \cdot 1 + \beta_1 e_1 + \beta_2 e_2 + \beta_3 e_3 \) form a basis of \( \text{Im} R \). By Lemma 3,d), \( \beta_2 = 0 \). As above, we have \( \beta_3 = 0 \). So, the equations \( x^2 - d_1y^2 = 0 \) and \( d_2z^2 + d_3t^2 = 0 \) have nonzero solutions \( (\beta_0, \beta_1) \) and \( (k_2, k_3) \) respectively, it contradicts a choice of \( d_1, d_2, d_3 \).

Let \( n \geq 4 \), then by the properties of quadratic residues we have that at least one of the equations \( dx^2 + dy^2 = 0 \) for \( i, j \in \{1, 2, 3\}, i \neq j \), has a nonzero solution. The rest follows due to the arguments from b).

e) Let \( n = 3 \). If \( d_1, d_2 \) are quadratic residues modulo \( p \) and \( d_3 \) is not, we have done by Example 4 for \( m = 1 \). If \( d_1, d_2, d_3 \) are quadratic nonresidues modulo \( p \), we have \( \text{rb}(J_4(f)) = 3 \) by Example 5. Indeed, by Chevalley–Warning theorem, the second equation (7) has a nonzero solution \( (k_1, k_2, k_3) \). The equation \( x^2 + d_1d_3 = 0 \) has a solution by the properties of quadratic residues. The proof in the case when \( R(1) \), \( R(e_3) \) form a basis of \( \text{Im} R \) is analogous.

Supposing that there is an even number of quadratic residues through \( d_1, d_2, d_3 \), we have \( \text{rb}(J_4(f)) = 2 \) by analogous arguments as in d).

For \( n \geq 4 \), if not all \( d_i \) are quadratic residues modulo \( p \), we have \( \text{rb}(J_{n+1}(f)) = 3 \) by extending by Lemma 2 an RB-operator from \( n = 3 \). When all \( d_i \) are quadratic residues modulo \( p \), we have done by Example 4 for \( m = 1 \).

**Corollary 3.** Let \( F \) be an algebraically closed field and \( J_{n+1}(f) \) be a simple Jordan algebra of a bilinear form \( f \) over \( F \). We have \( \text{rb}(J_{n+1}(f)) = \begin{cases} 2, & n = 2, \\ 3, & n \geq 3. \end{cases} \)

**Corollary 4.** Let \( F \) be an algebraically closed or finite field and \( J_{\infty}(f) \) denote a simple infinite dimensional Jordan algebra over \( F \) of a diagonalized bilinear form \( f \). Then \( \text{rb}(J_{\infty}(f)) = 3 \).

**Example 6.** Let \( F = \mathbb{Z}_7 \), \( J_4(f) \) be a 4-dimensional simple Jordan algebra of the form \( f = (-1, -1, -1) \). The following RB-operator \( R \) on \( J_4(f) \) is defined by Example 5:

\[
R(1) = e_1 + 2e_2 + 3e_3, \quad R(e_1) = 1 + 4e_2 + 2e_3, \\
R(e_2) = 2 + 3e_1 + 6e_3, \quad R(e_3) = 3 + 5e_1 + e_2.
\]

For investigating \( \text{rb}(J_k(f)) \) over the field \( \mathbb{Q} \), the Hasse–Minkowski theorem could be used. It says that a quadratic form \( S \) has a rational nonzero solution if and only
S has nonzero solutions over the real numbers and over the p-adic numbers for every prime p.

**Example 7.** Let \( F = \mathbb{Q} \), \( J_4(f) \) be a 4-dimensional simple Jordan algebra of the form \( f = (1, -3, 1) \). Then \( rb(J_4(f)) = 2 \). Indeed, by Proposition 2, \( rb(J_4(f)) \geq 2 \). Suppose, there exists an RB-operator \( R \) on \( J_4(f) \) such that \( R^2 \neq 0 \). Thus, \( R(1) = k_1e_1 + k_2e_2 + k_3e_3 \neq 0 \) and \( k_1^2 - 3k_2^2 + k_3^2 = 0 \). This equation has no nonzero solutions in \( \mathbb{Q} \) because the Pell equation \( x^2 - 3y^2 = -1 \) has no integer solutions.

**References**


Vsevolod Yuryevich Gubarev
Sobolev Institute of Mathematics,
pr. Koptyuga, 4,
Novosibirsk State University,
Pirogova str., 2,
630090, Novosibirsk, Russia
E-mail address: vsevolod89@gmail.com