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CONFLICT AND CONFLICT-FREE THEORIES

A. YU. MIKHAYLENKO, S. V. SUDOPLATOV

ABSTRACT. We define and study A-conflict theories and, in particular,
conflict-free theories. A series of conflict-free theories is found. It is proved
that there are A-conflict theories for arbitrary A. It is shown that A-
conflictness is not preserved under expansions of theories.
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Considering syntactic approach to generic constructions and their limits [1, 2, 3,
4,5, 6, 7, 8] we introduce and study A-conflict theories. It is shown that there are
no conflict theories in the classes of countable theories, theories of unary predicates
and sequentially embedded equivalence relations. It is proved that there are \-
conflict theories for arbitrary A. It is shown that A-conflictness is not preserved
under expansions of theories.

1. PRELIMINARIES

We remind notions, notations and assertions of [1, 2, 3, 4, 5, 6, 7, 8] that will be
used in the next section.

We consider collections of formulas in first order logic over a language 3. Thus, as
usual, - means proof from no hypotheses deducing I ¢ for a formula ¢ of language
32, which may contain function symbols and constants. If deducing ¢, hypotheses in
a set @ of formulas can be used, we write ® - ¢. Usually 3 will be fixed in context
and not mentioned explicitly.
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Below we write X,Y, Z, ... for finite sets of variables, and denote by A, B,C, ...
finite sets of elements, as well as finite sets in structures, or else the structures with
finite universes themselves.

In diagrams, A, B,C, ... denote finite sets of constant symbols disjoint from
the constant symbols in 3 and X(A) is the vocabulary with the constants from
A adjoined. ®(A),¥(B),X(C) stand for X-diagrams (of sets A, B, C), that is,
consistent sets of L(A)-, L(B)-, £(C)-sentences, respectively.

Below we assume that for any considered diagram ®(A), if a1, as are distinct
elements in A then —(a; =~ as) € ®(A). This means that if ¢ is a constant symbol
in X, then there is at most one element a € A such that (a = ¢) € ®(A).

If ®(A) is a diagram and B is a set, we denote by ®(A)|p the set {p(a) € ®(A) |
@ € B}. Similarly, for a language ¥, we denote by ®(A)|x the restriction of ®(A)
to the set of formulas in the language X.

Definition [1, 2, 3, 4, 5, 6, 8]. We denote by [®(A)]4 the diagram ®(B) obtained
by replacing a subset A’ C A by a set B’ C B of constants disjoint from ¥ and with
|A’| = |B’|, where A\ A’ = B\ B’. Similarly we call the consistent set of formulas
denoted by [®(A)]4 the type ®(X) if it is the result of a bijective substitution into
®(A) of variables of X for the constants in A. In this case, we say that ®(B) is a
copy of ®(A) and a representative of ®(X). We also denote the diagram ®(A4) by
DI

Remark 1.1. If the vocabulary contains functional symbols then diagrams ®(A)
containing equalities and inequalities of terms can generate both finite and infinite
structures. The same effect is observed for purely predicate vocabularies if it is
written in ®(A) that the model for ®(A) should be infinite. For instance, diagrams
containing axioms for finitely axiomatizable theories have this property.

By the definition, for any diagram ®(A), each constant symbol in ¥ appears in
some formula of ®(A). Thus, ®(A) can be considered as ®(AU K), where K is the
set of constant symbols in X.

We now give conditions on a partial ordering of a collection of diagrams which
suffice for it to determine a structure. We modify some of the conditions for structures
by d to signify they are conditions on diagrams not structures.

Definition [1, 2, 3, 4, 5, 6, 8]. Let X be a vocabulary. We say that (Dg; <) (or
Dy) is generic, or generative, if Dy is a class of ¥-diagrams of finite sets so that
Dy is partially ordered by a binary relation < such that < is preserved by bijective
substitutions, i. e., if ®(A4) < ¥(B), and A’ C B’ such that [®(A)]4, = ®(A’) and
[U(B)]B, = U(B') are defined, then [®(A)]4,, [¥(B)]E, are in Dy and [®(A)]4, <
[¥(B)]5,.! Furthermore:

(i) if ®(A) € Dy then for any quantifier free formula ¢(Z) and any tuple a € A
either p(a) € ®(A) or ~p(a) € ®(A);

(ii) if ® < ¥ then & C ¥;2

(ii) if @ < X, ¥ € Dy, and & C ¥ C X, then & < U;

INote that Dy is closed under bijective substitutions since < is preserved by bijective
substitutions and < is reflexive.

2Note that ®(A) < U(B) implies A C B, since if a € A then (a =~ a) € ®(A), so P(A) < ¥(B)
implies ®(A) C ¥(B) and we have (a =~ a) € U(B), whence a € B.
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(iv) some diagram ®((0) is the least element of the system (Dy; <), and Dy \
{®o(0)} is nonempty;

(v) (the d-amalgamation property) for any diagrams ®(A), ¥(B), X(C) € Dy,
if there exist injections fo: A — B and go: A — C with [@(A)]ﬁ)(A) < ¥(B)
and [(I)(A)];()(A) < X(C), then there are a diagram ©(D) € Dy and injections
fi: B — D and ¢g;: C — D for which [‘II(B)]fBl(B) < ©(D), [X(C’)}gcl(c) < 6(D)
and fp o f1 = go o g1; the diagram (D) is called the amalgam of ¥(B) and X(C)
over the diagram ®(A) and witnessed by the four maps (fo, go, f1,91);

(vi) (the local realizability property) if ®(A) € Dy and @A) F 3z p(z),
then there are a diagram ¥(B) € Dg, ®(A4) < ¥(B), and an element b € B for
which U(B) F ¢(b);

(vii) (the d-uniqueness property) for any diagrams ®(A), ¥(B) € Do if A C B
and the set ®(A) U U(B) is consistent then ®(A4) = {p(b) € U(B) | b€ A}.

A diagram ® is called a strong subdiagram of a diagram W if & < W.

A diagram ®(A) is said to be (strongly) embeddable in a diagram W (B) if there
is an injection f: A — B such that [®(A)]} ) C ¥(B) ([®(A)]F4) < ¥(B)). The
injection f, in this instance, is called a (strong) embedding of diagram ®(A) in
diagram ¥(B) and is denoted by f: ®(A) — ¥(B). A diagram ®(A) is said to be
(strongly) embeddable in a structure M if ®(A) is (strongly) embeddable in some
diagram ¥(B), where M = ¥(B). The corresponding embedding f: ®(A4) — ¥(B),
in this case, is called a (strong) embedding of diagram ®(A) in structure M and is
denoted by f: ®(A) —» M.

Let Dg be a class of diagrams, Py be a class of structures of some language, and
M be a structure in Pg. The class Dy is cofinal in the structure M if for each finite
set A C M, there are a finite set B, A C B C M, and a diagram ®(B) € Dy such
that M | ®(B). The class Dy is cofinal in Py if Dy is cofinal in every structure of
Py. We denote by K(Dy) the class of all structures M with the condition that Dg
is cofinal in M, and by P a subclass of K(Dg) such that each diagram & € Dy is
true in some structure in P.

Now we extend the relation < from the generative class (Dg; <) to a class of
subsets of structures in the class K(Dy).

Let M be a structure in K(Dy), A and B be finite sets in M with A C B. We
call A a strong subset of the set B (in the structure M), and write A < B, if there
exist diagrams ®(A), ¥(B) € Dy, for which ®(A) < ¥(B) and M = ¥(B).

A finite set A is called a strong subset of a set My C M (in the structure
M), where A C My, if A < B for any finite set B such that A C B C M, and
®(A) C U(B) for some diagrams ®(A),V(B) € Dy with M = ¥(B). If A is a
strong subset of M, then, as above, we write A < My. If A < M in M then we
refer to A as a self-sufficient set (in M).

Notice that, by the d-uniqueness property, the diagrams ®(A) and ¥(B) specified
in the definition of strong subsets are defined uniquely. A diagram ®(A) € Dy,
corresponding to a self-sufficient set A in M, is said to be a self-sufficient diagram
(in M).

Definition [1, 2, 3, 4, 5, 6, 8]. A class (Dy; <) possesses the joint embedding
property (JEP) if for any diagrams ®(A), U(B) € Dy, there is a diagram X(C') € Dy
such that ®(A) and ¥(B) are strongly embeddable in X(C).
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Clearly, every generative class has JEP since JEP means the d-amalgamation
property over the empty set.

Definition [1, 2, 3, 4, 5, 6, 8]. A structure M € P has finite closures with
respect to the class (Dg; <), or is finitely generated over X, if any finite set A C M
is contained in some finite self-sufficient set in M, i. e., there is a finite set B with
A C B C M and ¥(B) € Dy such that M = ¥(B) and ¥(B) < X(C) for any
X(C) € Dy with M = X(C) and ¥(B) C X(C). A class P has finite closures with
respect to the class (Do; <), or is finitely generated over X, if each structure in P
has finite closures (with respect to (Dg; <)).

Clearly, an at most countable structure M has finite closures with respect to

(Do;<) if and only if M = |J A; for some self-sufficient sets A; with
1EW
A; < Ai+1, 1€ w.

Note that the finite closure property is defined modulo ¥ and does not correlate
with the cardinalities of algebraic closures. For instance, if 3 contains infinitely
many constant symbols then acl(A) is always infinite whereas a finite set A can or
can not be extended to a self-sufficient set.

Besides, for the finite closures of sets A we consider finite self-sufficient extensions
B in a given structure M with respect to (Dg;<) only and B can be both a
universe of a substructure of M or not. Moreover, it is permitted that corresponding
diagrams ¥(B) can have only finite, finite and infinite, or only infinite models.

Thus, for instance, a finitely axiomatizable theory without finite models and with
a generative class (Dg; C), containing diagrams for all finite sets and with axioms in
diagrams, has identical finite closures whereas each diagram in Dg has only infinite
models.

Definition [1, 2, 3, 4, 5, 6, 8]. A structure M € K(Dy) is (Dg; <)-generic, or
a generic limit for the class (Dg; <) and denoted by glim(Dy; <), if it satisfies the
following conditions:

(a) M has finite closures with respect to Do;

(b) if A C M is a finite set, ®(A), ¥(B) € Dy, M = ®(A) and ¢(A4) < U(B),
then there exists a set B’ < M such that A C B’ and M = ¥(B').

Theorem 1.2 [1, 2, 3, 6, 8]. For any generative class (Dg;<) with at most

countably many diagrams whose copies form Dy, there exists a (Dg;<)-generic
structure.

Theorem 1.3 [4, 6, 8]. Every w-homogeneous structure M is (Dg; <)-generic
for some generative class (Dg; <).

Thus any first-order theory has a generic model and therefore can be represented
by it.

Definition [1, 2, 3, 4, 5, 6, 8]. A generative class (Dg; <) is self-sufficient if the
following azxiom of self-sufficiency holds:

(viii) if ®,¥,X € Do, ® < ¥, and X C ¥, then & N X < X.

Theorem 1.4 [1, 2, 3, 6, 8]. Let (Dg; <) be a self-sufficient class, M be at most
countable (Dg; <)-generic structure, and K be the class of all models of T = Th(M)
which has finite closures. Then the generic structure M is homogeneous.
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Thus, since any w-homogeneous structure can be considered as generic with
respect to a generic class with complete diagrams, a countable structure M is
homogeneous if and only if it is generic for an appropriate self-sufficient generative
class (Dg; <).

Recall the following notations and properties for links between definable sets.

Definition [8]. If X and Y are definable sets in a structure M, X = ¢(M,a),
Y = 9(M,b), a,b € M, |X| =\, [Y]| = u, then we write X =, m YV, Xy m< Y,
and Xy mem Y. I X =) n Y’ (respectively, X\ < Y X\ y&un Y) for
any N such that a,b € N, M < N or M = N, X = ¢(N,a), Y = (N,b)
(X' = ¢(N,a), Y = (N,b); X' = ¢(N,a), Y = (N,b), and |X'| = X or
[Y'| = ), then we say that X forces the cardinality p for Y (Y forces the cardinality
Afor X; X and Y mutually force cardinalities A and p), written X =, Y (X <Y
X &, Y). Here X' (respectively, Y') is called a copy of X (V).

Replacing A by < Aor > Aor < Aor > A, and/or by < por > por < por > p,
we get a series of related notions and notations, for instance, X <y y&>,n Y.

Having X =, m Y, X =<, m Y, or X =5, pm Y for any X we write =, p Y,
=<um Y, or =>, r Y respectively.

Example 1.5 [8]. Taking a structure M with infinite disjoint unary predicates
Py and P; of cardinalities A and p, respectively, and without any links we have
XoaomEumY for X = By(M) and Y = P (M), whereas X 3¢5, YV, even X %, Y
and X = Y. If A > p we can extend the language for M by a function f: Py — P;
which guarantee X =, Y.

The example confirms that the relation X =, Y is not preserved under language
restrictions.

The following properties for definable sets are obvious.

1. If Y is finite then X =, Y for some unique n € w and for any/some X.
Conversely, if YV is infinite then X #,, Y for any n € w and for any /some X. Thus
we have =, Y for finite Y and # ., Y for infinite one.

2. If' Y is infinite then X =5, Y for any/some X. Conversely, if Y is finite then
X #>, Y for any/some X. Thus we have =, Y for infinite Y and %>, Y for
finite one.

3. Monotony) If X =<, Y, A<pandY D Z, then X =, Z.

4. (Transitivity) If X,Y, Z are definable sets in a structure M, X =, Y’ and
Y’ =, Z' for any copies Y’ and Z’ of Y and Z, respectively, then X =, Z. The
same is true replacing A by < XA or > A, and pu by < por > p.

5. If X; are disjoint subsets of Y and =), Xj, i € K, then =55, Y. In
particular, if Y is implied by A disjoint nonempty definable sets then ;2 AY.

6. If X and Y have a definable function f: X — Y and [Y| = A then X < Y.
In particular, if X and Y have a definable bijection f: X < Y then for any A,

X e Y.

Property 6 can be generalized taking, for instance, an infinite Y and a definable
relation R C X xY such that each a € X has uniformly finitely many R-images, i.e.,
the sets R(a, M) have bounded finite cardinalities. In such a case we have X >y <
Y. Similarly, having a definable almost bijection R C X x Y with uniformly finitely
many R-images and R-preimages, then, for infinite X and Y, we get | X| = |Y| and,
moreover, X | x| x| Y.
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Note that we have the similar effect, with X y< ) Y, replacing f by a relation
R C (X xY)U(Y x X) with infinite R~!(a) and uniformly bounded finite R(a),
ae XUY.

For definable sets X = ¢(M,a) and Y = (M, b) we denote by X VY the set
of solutions, in M, of a formula ¢(Z,a) V ¥(7,b), by X ANY — of ¢(z,a) A(g,b),
by =X — of —¢(Z,a), by Ve X — of Va¢(Z,a), by IxX — of Jz¢p(Z,a).

TH=,Xand=>,,Ythen=, XAY, =, XAY, =, XVY.

8. If X =<, Y and X =<, Z for some infinite A, then X =<, YVZ. If X =, YV
and X =, Z for some infinite A\, then X =, Y V Z.

9. If X =, Y for some infinite A and =, Z, then X =, YV Z and X =
Y AN-Z.

10. For every variable z, if X =< Y then X =<, VzY and X =<, JzY, and,
by Monotony, if X =< 32Y then X =<, VzY.

Definition [8]. We say that a generative class (Dg; <) forces the cardinality A
(respectively, < A, > A, < A, > \) for a (type-)definable set X, written (Dg; <
) =2 X (Do;<) =<n X, (Dos<) =50 X, (Do;<) =an X, (Dos<) =50 X)
if the union of ®(A)-fragments for X, where ®(A) € Dy, has the cardinality A (a
cardinality < A\, > A, < A, > A).

For a generative class (Dy; <), we say that a (type-)definable set X meets a
contradiction for its cardinality if (Do; <) =< X and (Dg; <) =s, X for some
cardinality A. For the considered A we say that X meets a contradiction with respect
to .

Example 1.6 (cf. [9, Proof of Theorem 2.1|) Let A/ be a structure in the language
with p > w equivalence relations F; such that Eg = N 2 each Ej-class is divided
into k; E;q-classes, k; € w\ {0,1}, i € u, and every intersection of a C-chain of
FEi-classes X;, i € i, has k elements for some fixed x > 0.

Clearly, |V| = 2* - k. In particular, if £ < w then |N| = 2~

Example 1.7 (cf. |9, Proof of Theorem 2.1|) Consider a structure A/ in Example
1.6 with u > w sequential equivalence relations E;, whose chains of E;-classes, ¢ € p,
have unique elements in intersections, and forming a unary predicate Py. Now we
extend Py and the language {Py} U{E; | i € u} by:

1) a disjoint unary predicate P; which is divided by A > 2# disjoint infinite unary
predicates Q;;

2) a function f: Py — P; such that f~!(a) is infinite for every a € P;.

The resulted hypothetic structure A’ has the universe Py U P;. Denote by
(Dy; ©) the generative class consisting of all diagrams being copies of quantifier free
diagrams for finite subsets of N’. As shown in Example 1.6, |Py| = 2. Therefore
(Do; C) =au Fo.

At the same time by Property 5 for A definable sets X; = @Q; and Y = P; we
have =<9 Py, and by Property 6 the definable function f: Py — P; confirms that
Py Son<= P

Having (Dg; C) =9« Py and (Dg;C) =s2u Py we observe that X meets a
contradiction for its cardinality. Hence the (Dg; C)-generic structure N does not
exist.

The following example modifies Example 1.7 producing a meeting of cardinality
contradiction for type-definable sets.
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Example 1.8 [8]. We take Example 1.7 and replace the structure of P; by
p' > 2% sequential equivalence relations E}, whose chains of E’-classes, j € p,
have infinitely many elements in intersections. Now we observe that the formulas
Py(z) and P;(z) isolate complete 1-types. Introducing a language function f as in
Example 1.7 we again meet the cardinality contradiction for X = P, which is forced

This example can be easily transformed replacing definable sets Py and P; by
correspondent type-definable sets with non-isolated po(x),p1(z) € S(0). For this
aim it suffices to introduce two sequences of predicates Fp ,, Pi n, n € w, satisfying
the following conditions:

1) Pyo = Py, ke {O, 1};

i) Pon DO Prnt1, k € {0,1}, where Py, \ Pon+1 consists of infinitely many
Ey-classes and Py ,, \ P1 41 consists of infinitely many E{-classes;

111) ifae Pl,n \ P17n+1 then f’l(a) S PO,n \ P()’n+1;

iv) () Pgn has infinitely many Fy-classes.

new

We denote by pi(z) the (unique) complete nonisolated 1-type which is isolated
by the set {Pyn(z) | n € w}, k € {0,1}.

The formula f(z) = y defines links between a type-definable set X of realizations
of po(z) and a type-definable set Y of realizations of p;(y). As in Example 1.7 we
have | X| = 2~, |Y| = 2#', | X| < |Y]| by choice of 4/, but the links with respect to
f(z) =y imply |X| > |Y|. Thus, X meets the cardinality contradiction.

Note that since formula-definable sets consist of type-definable sets, lower car-
dinality bounds for type-definable sets imply similar bounds for formula-definable
ones.

Theorem 1.9 [8]. For any generative class (Dg; <) the following conditions are
equivalent:

(1) there exists a (Dg; <)-generic structure;

(2) there are no type-definable sets X constructed with respect to (Do; <) such
that these X meet contradictions for their cardinality;

(3) there are no definable sets X constructed with respect to (Dg; <) such that
these X meet contradictions for their cardinality.

2. A-CONFLICT AND CONFLICT-FREE THEORIES

Definition. Let A be a cardinality. A theory T is A-conflict if it has a generic
model M with X independent definable sets X which meet contradictions for their
cardinality, and this cardinality A is maximal with respect to generic models of
T. Here, independence means that each X has an extension in N' = M without
meeting of contradictions for its cardinality whereas correspondent extensions of
other considered definable sets again meet these contradictions.

A theory T is called conflict if T is A-conflict for some A > 0. If T is 0-conflict,
it is called conflict-free.

Remark 2.1. Clearly, if a (type-)definable set X meets a cardinality contradi-
ction with respect to p then for any (type-)definable set Y of same arity as X and
with |[Y| < g, XUY and X \ Y meet cardinality contradictions with respect to p. It
means that a cardinality contradiction can generate a family F of (type-)definable
sets with cardinality contradictions. At the same time all these sets are dependent:
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if X is saturated by at least p elements then all sets in F lose the cardinality
contradiction with respect to pu.

The argument above show that, for instance, 1-conflict theories can have many
dependent sets with cardinality contradictions.

By Theorems 1.2 and 1.9 we have the following:
Theorem 2.2. Any countable theory is conflict-free.
Theorem 2.3. Any theory T of unary predicates is conflict-free.

Proof. Since types of T are defined by estimations for cardinalities of sets of
solutions for the formulas Pi‘il () AN Pii"" (z), where P;; are language symbols
and 0;; € {0,1}, it suffices, for the conflict-free of T', to note that all links between
definable sets in T are exhausted by the relation C and unions of (type-)definable
subsets, i.e., if X is a disjoint union of some (type-)definable sets X; then |X| =
> |X;| producing the cardinality of X depending just on number of indexes i and

K3
on cardinalities of X;. Therefore constructing definable sets in a generic limit these
sets do not meet cardinality contradictions. Thus, T is conflict-free. O

Theorem 2.4. Any theory T of sequentially embedded equivalence relations is
conflict-free.

Proof. Since types of T are defined by estimations for cardinalities of F;-classes
and of their quotients E;/E;, where E;, E; are language symbols, it suffices, for the
conflict-free of T, to note that all links between definable sets in T are exhausted,
again as in the proof of Theorem 2, by the relation C and unions of (type-)definable
subsets, i.e., if X is a disjoint union of some (type-)definable sets X; then |X| =
> |X;| producing the cardinality of X depending just on number of indexes ¢ and

K3

on cardinalities of X;. Thus, constructing definable sets in a generic limit these sets
do not meet cardinality contradictions, and T is conflict-free. [J

The following example shows that equivalence relations which are not sequentially
embedded can generate conflict theories.

Example 2.5. We modify Example 1.7 as follows. Let the universe M be a
disjoint union of infinite Py and P;, where P; is an E?—equivalence class such
that elements of P;_; are EP-singletons, i = 0,1. Then we introduce sequentially
embedded equivalence relations E; on Py, i < p, as in Example 1.7, such that
FE; form singleton classes on P;. Similarly, we introduce sequentially embedded
equivalence relations E; on P, j < 2*, as in Example 1.7, such that E; form
singleton classes on Py. Finally we replace the function f: Py — P; by new equivalence
relation E” being the symmetric and transitive closure of {(a, f(a)) | a € Pp}.
The arguments for Example 1.7 show that P; meets the cardinality contradiction
producing the 1l-conflict theory of the resulted structure M in the language of
equivalence relations.

Definition [10]. The disjoint union | | M, of pairwise disjoint structures M;
iel
for pairwise disjoint predicate languages ¥;, ¢ € I, is the structure of language
Uy {Pi(l) | i € I} with the universe | | M;, P, = M,, and interpretations of
i€l i€l
predicate symbols in 3; coinciding with their interpretations in M;, ¢ € I. The
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disjoint union of theories T; for pairwise disjoint languages ¥; accordingly, ¢ € I, is
the theory

| |73 = Th <|_|Mi),

il il
where M; ET;,i € I.

Clearly, the theory | | T; does not depend on choice of disjoint union | | M; of
iel iel

models M; =T;,i € I.

Note that if I is finite then all models of | | T; are represented by || M;.

iel i€l
Otherwise, if I is infinite, then | | M; can be considered as disjoint P-combinations
i€l

with consistent poo(x) = {—=Pi(z) | ¢ € I} [11] and with P-closures [12], for the
families T = {Th(M;) | i € I'}, which are equal to T U {7 | K € w + 1}, where T},

has k-element models and whose all predicates unless “=" are empty.

Proposition 2.6. If T; is a \;-conflict theory, i € I, then || T; is a Y M-
i€l i€l
conflict theory.

Proof. It suffices to note that if the theories 7; have )\; independent (type-

)definable sets meeting cardinality contradictions then | | 7; has exactly Y \;

i€l icl
independent (type-)definable sets meeting cardinality contradictions. The family
of these sets is the union of the families for T;. O

Since there are conflict-free theories and 1-conflict theories, Proposition 2.6
implies:

Corollary 2.7. For any cardinality X there is a A-conflict theory.

Proposition 2.8. For any A-conflict theory T and v < X\ there is a v-conflict
expansion T' of T.

Proof. Consider definable sets X;, i < A, witnessing that 7" is A-conflict such that
X; meets the cardinality contradiction with some maximal u;. By compactness
the sets X;, for ¢« > v, can be extended till X/ with |X!| = p;. Expanding X
by u; language singletons P; for all elements of X; we remove the cardinality
contradictions for ¢ > v, whereas it remains for X;, ¢ < v, since the sets X; are
independent. Thus, the expansion 7" of T by the predicates P; is v-conflict. OJ

By Proposition 2.8 and Examples 1.7, 2.5 the property of A-conflictness is not
preserved under expansions. Similarly this property is not preserved under restric-
tions. Thus, we have the following:

Theorem 2.9. For any cardinality \ there is no a property Py for formulas such
that any theory T is A-conflict if and only if any formula @ € T satisfies Py.

Proof. If a property P), exists then it should be satisfied for any restriction of a -
conflict theory. But as noticed above, the property of A-conflictness is not preserved
under restrictions. [
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