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A REMARK ON NORMALIZATIONS IN A LOCAL LARGE

DEVIATIONS PRINCIPLE FOR INHOMOGENEOUS

BIRTH�AND�DEATH PROCESS

A.V. LOGACHOV, Y.M. SUHOV, N.D. VVEDENSKAYA, A.A. YAMBARTSEV

Abstract. This work is a continuation of [13]. We consider a continuous-
time birth � and � death process in which the transition rates are regularly
varying function of the process position. We establish rough exponential
asymptotic for the probability that a sample path of a normalized process
lies in a neighborhood of a given nonnegative continuous function. We
propose a variety of normalization schemes for which the large deviation
functional preserves its natural integral form.

Keywords: birth � and � death process, normalization (scaling), large
deviations principle, local large deviations principle, rate function.

1. Introduction

The study of birth � and � death processes provides an interesting topic, both
theoretically and in a number of applications. As examples, the processes are
popular modeling tools in evolution, population biology, genetics, and ecology, see,
for example, the review [1], and [2]. Many important models in queuing theory,
operations research, demography, economics and engineering can be represented by
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these processes, (see, [3], [4] and many others); we also would mention here models
of competitive production and pricing, [6], [7]. For statistical inference in birth and
death processes we recommend [5], where the authors also provided a good review
about application of these processes.

We consider a continuous � time Markov process ξ(t), t ≥ 0, with state space
Z+ := {0} ∪ N, and with ξ(0) = 0. The evolution of the process ξ is governed by
the transition rates λ(x) > 0 for the jump x→ x+1, x ∈ Z+, and µ(x) > 0 for the
jump x→ x− 1, x ∈ N. For x = 0 we set µ(x) = 0.

Further we need to consider functions λ(x), µ(x) for all positive large enough
values x ∈ R (not only integer). Thus, one can choose any reasonable extension for
the functions (e.g. step �wise interpolation).

A key assumption is that the functions λ(x), µ(x) are continuous and regularly
varying at in�nity:

(1) λ(x) := y(x)xl, µ(x) := z(x)xm,

where l,m ≥ 0, l 6= m and hence l ∨m > 0 (here and below l ∨m stands for the
maximum of numbers l, m), y(x), z(x) are the slowly varying functions at in�nity.

Recall that function a(x) is called slowly varying at in�nity, if lim
x→∞

a(βx)
a(x) = 1 for

all β > 0 (see, e.g., [15] for more details).
When l ≥ 1, the process ξ, generally speaking, can go to in�nity (�explode�)

during a random time, �nite with probability 1. There are two approaches to
construct such processes: (i) one can stop the process at a random time point (the
time of explosion) (see, e.g., [8, ch. 15, Section 4], [9, ch. 6]); (ii) one can extend
the phase space Z+ by adding an absorbing state, denoted by ∞ (see, e.g., [10, ch.
4, Section 48]). We will work with events that exclude an explosion of the process
in a given time � slot 0 ≤ t ≤ T . Thus, for our results it makes no di�erence which
approach is used.

We are interested in a local large deviation principle (LLDP) for the family of
scaled processes

(2) ξϕ,T (t) :=
ξ(tT )

ϕ(T )
, 0 ≤ t ≤ 1.

Here T > 0 is parameter and ϕ a positive function. The conditions upon ϕ is stated
as follows:

(3) lim
T→∞

ϕ(T ) =∞ and lim
T→∞

ϕ(T ) ln
(
ϕ(T )

)
ψ(T )

= 0.

where

(4) ψ(T ) := T
(
λ(ϕ(T )) ∨ µ(ϕ(T ))

)
.

Note that if l∨m > 1 and lim
T→∞

ϕ(T ) =∞ then obviously that the second equality

in condition (3) holds.
Let D[0, 1] denote the space of right � continuous functions with left � limit at

each t ∈ [0, 1] (c�adl�ag functions). For any f, g ∈ D[0, 1], set

ρ(f, g) = sup
t∈[0,1]

|f(t)− g(t)|.

Let us recall the de�nition of local large deviation principle.
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De�nition 1. The family of random processes ξϕ,T satis�es the LLDP on the set
G ⊆ D[0, 1] with a rate functional I = I(f) : D[0, 1] → [0,∞] and a normalising
function ψ(T ) with lim

T→∞
ψ(T ) =∞ if, for any function f ∈ G, the following equality

holds true:

lim
ε→0

lim sup
T→∞

1

ψ(T )
lnP(ξϕ,T ∈ Uε(f)) = lim

ε→0
lim inf
T→∞

1

ψ(T )
lnP(ξϕ,T ∈ Uε(f)) = −I(f),

where
Uε(f) = {g ∈ D[0, 1] : ρ(f, g) < ε}.

Let C[0, 1] denote the space of all continuous functions on [0, 1]. We set

C+ := {f ∈ C[0, 1] : f(0) = 0 and f(t) > 0, when 0 < t ≤ 1}.
Under conditions (1) and (3) we study the LLDP for the family of random processes
ξϕ,T on the set C+. The point is that under the above formalism (1), (3) the rate
functional I(f) does not depend on the choice of ϕ and has a natural integral form:

(5) I(f) =

∫ 1

0

f l∨m(t)dt.

In an earlier paper by the authors [13], a similar result was proved for constant
functions y(x), z(x) and ϕ(T ) = T . The present work is an attempt to answer the
question to what extent the result of [13] can be generalized without changing the
form of the functional I(f). The second motivation comes from a comparison with
the case of constant values λ(x) ≡ λ and µ(x) ≡ µ (the latter for x ≥ 1). In our
scheme, this happens when l = m = 0. Here, depending on the choice of the space �
scaling factor ϕ(T ), one distinguishes between moderate (when ϕ(T )/

√
T → ∞

and ϕ(T )/T → 0), large (when ϕ(T )/T → C ∈ (0,∞)) and super � large (when
ϕ(T )/T → ∞) deviations, with di�erent forms of I(f) (see [11] for more details).
It turns out that under the conditions introduced in the current paper, the large
deviation functional preserves its form regardless of the choice of function ϕ.

The idea and the method of proof goes back to [6, 13, 14]; this provides certain
limitations for the parameters of the scheme. We would like to note that the case
l = m is not covered by our condition (1) and hence is not considered in this paper,
although it was included in [13] in a more speci�c situation. (In some sense, l = m
it is the most di�cult case within the above formalism.)

The paper is organized as follows: in Section 2 we introduce our main result
(Theorem 1) and key lemmas: Lemma 1 � 3. In Section 3 we prove Theorem 1 and
the lemmas. In Section 4 we prove the auxiliary results.

2. Basic definitions and the main result

Theorem 1. Under conditions (1), (3) the family of random processes ξϕ,T satis�es
the LLDP on the set C+, with the normalized function ψ(T ) as in (4) and the rate
function I(f) as in (5).

Remark 1. For the Yule pure birth process (l > 0, µ(x) ≡ 0; see for example [12]
for the de�nition of the process) the rate function has the form

I(f) =

∫ 1

0

f l(t)dt, f ∈ CM .

Here CM is the set of continuous monotone increasing functions on [0, 1] starting
from 0.
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As in [6, 13], we consider an auxiliary Markov process ζ(t), t ∈ [0, T ], on Z,
homogeneous in time and space Z, with rate 1 and equiprobable 1/2 jumps ±1.
Denote by D±1[0, T ] the set of piecewise-constant c�adl�ag functions on the interval
[0, T ] starting at zero with jumps ±1.

For the function u ∈ D±1[0, T ] de�ne the number of jumps in the interval [0, T ]
as NT (u) and the jump moments as t1, t2, . . . , tNT (u) such that 0 = t0 < t1 < ... <
tNT (u) < T . Further, let ν(u(ti−1), u(ti)) is given by

(6) ν(u(ti−1), u(ti)) :=

{
λ(u(ti−1)), if u(ti)− u(ti−1) = 1,
µ(u(ti−1)), if u(ti)− u(ti−1) = −1.

Denote by τi = ti − ti−1, 1 ≤ i ≤ NT (u) time intervals between jumps of the
function u.

The �rst auxiliary statement is Lemma 1 below; we give it without proof as it
is straightforward, it follows from an independence of the waiting times between
jumps of the processes ξ and ζ.

Lemma 1. (Cf. [6, 13].) The distribution of the random process ξ on D±1[0, T ] is
absolutely continuous with respect to that of a process ζ. The corresponding density
p = pT on D±1[0, T ] (the Radon-Nikodym derivative) has the form:

(7) p(u) =


2NT (u)

(
NT (u)∏
i=1

e−(h(u(ti−1))−1)τiν(u(ti−1), u(ti))

)
×e−(h(u(tNT (u))−1))(T−tNT (u)), if NT (u) ≥ 1,

e−(h(0)−1)T , if NT (u) = 0,

where h := λ+ µ.

Let NT (ζ) be the number of jumps of ζ(t) on the interval [0, T ]. The claim of
Lemma 1 is equivalent to the fact that for any measurable set G ⊆ D±1[0, T ]

(8) P(ξ ∈ G) = eTE
(
e−AT (ζ)eBT (ζ)+NT (ζ) ln 2; ζ ∈ G

)
,

where

(9)

AT (ζ) :=

∫ T

0

h(ζ(t))dt

=


NT (ζ)∑
i=1

h(ζ(ti−1))τi + h(ζ(tNT (ζ)))(T − tNT (ζ)), if NT (ζ) ≥ 1,

h(0)T, if NT (ζ) = 0,

and

(10) BT (ζ) :=


NT (ζ)∑
i=1

ln(ν(ζ(ti−1), ζ(ti))), if NT (ζ) ≥ 1,

0, if NT (ζ) = 0.

Below we use (8) in the study of asymptotic behavior of lnP(ξϕ,T ∈ Uε(f)).
The proof of Theorem 1 shows that in the case l 6= m the main contribution to

this asymptotic comes from AT (ζ).
Consider the sequence of scaled processes

(11) ζϕ,T (t) :=
ζ(tT )

ϕ(T )
, t ∈ [0, 1].

Further on, we write, for brevity, NT , AT , BT instead of NT (ζ), AT (ζ), BT (ζ).
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Lemma 2. Let the conditions of Theorem 1 be ful�lled. Then

lim
ε→0

lim sup
T→∞

1

ψ(T )
lnE

(
eBT+NT ln 2; ζϕ,T ∈ Uε(f)

)
≤ 0,

where f ∈ C+.

Lemma 3. Let the conditions of Theorem 1 be ful�lled. Then

lim
ε→0

lim inf
T→∞

1

ψ(T )
lnE

(
eBT+NT ln 2; ζϕ,T ∈ Uε(f)

)
≥ 0,

where f ∈ C+.

Thus, in the lemmas above we can write an equality instead of inequality.

3. Proof of Theorem 1 and Lemmas 2, 3

Proof of Theorem 1. First, let us estimate the term AT

AT =

∫ T

0

h(ζ(t))dt = T

∫ 1

0

h(ϕ(T )ζϕ,T (s))ds.

We consider a set of trajectories ζ where ζϕ,T ∈ Uε(f).
For �xed ε let δ := δ(ε) = max

0≤t≤1
{t : f(t) ≤ 2ε}. We note that lim

ε→0
δ = 0 for all

functions from the set C+ and on the event {ω : ζϕ,T ∈ Uε(f)} we have

min
s∈[δ,1]

ζϕ,T (s) ≥ ε, max
s∈[0,δ]

ζϕ,T (s) ≤ 3ε.

By (1) for any γ0 > 0, s ∈ [δ, 1] and su�ciently large T > 0

(12) 1− γ0 ≤
h(ϕ(T )ζϕ,T (s))

V (ϕ(T ))(ζϕ,T (s))l∨m
≤ 1 + γ0,

where V (x) := λ(x) ∨ µ(x).
By (12) for all su�ciently large T

(13)

T

∫ 1

δ

(1− γ0)V (ϕ(T ))(f(s)− ε)l∨mds ≤ AT

≤ T
∫ δ

0

h(ϕ(T )ζϕ,T (s))ds+ T

∫ 1

δ

(1 + γ0)V (ϕ(T ))(f(s) + ε)l∨mds.

From Lemma 5 it follows that

lim sup
T→∞

sup
s∈[0,δ]

h(ϕ(T )ζϕ,T (s))

h(3εϕ(T ))
≤ lim sup

T→∞
sup
b∈[0,1]

h(3εϕ(T )b)

h(3εϕ(T ))
≤ 1.

Thus, using (13) we get that for all su�ciently large T

(14)

ψ(T )

∫ 1

δ

(1− γ0)(f(s)− ε)l∨mds ≤ AT

≤ Tδ(1 + γ0)V (3εϕ(T )) + ψ(T )

∫ 1

δ

(1 + γ0)(f(s) + ε)l∨mds.

Using (8) and the inequalities (14), we shift to logarithms obtaining that
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(15)

−
∫ 1

δ

(1− γ0)(f(s)− ε)l∨mds+ lim sup
T→∞

1

ψ(T )
lnE

(
eBT+NT ln 2; ζϕ,T ∈ Uε(f)

)
≥ lim sup

T→∞

1

ψ(T )
lnP(ξϕ,T ∈ Uε(f)) ≥ lim inf

T→∞

1

ψ(T )
lnP(ξϕ,T ∈ Uε(f))

≥ −
∫ 1

δ

(1 + γ0)(f(s) + ε)l∨mds− lim sup
T→∞

δ(1 + γ0)
V (3εϕ(T ))

V (ϕ(T ))

+ lim inf
T→∞

1

ψ(T )
lnE

(
eBT+NT ln 2; ζϕ,T ∈ Uε(f)

)
.

Since (15) is ful�lled for any γ0 > 0, letting ε→ 0, γ0 → 0 we receive

(16)

−
∫ 1

0

f l∨m(s)ds+ lim
ε→0

lim sup
T→∞

1

ψ(T )
lnE

(
eBT+NT ln 2; ζϕ,T ∈ Uε(f)

)
≥ lim
ε→0

lim sup
T→∞

1

ψ(T )
lnP(ξϕ,T (·) ∈ Uε(f))

≥ lim
ε→0

lim inf
T→∞

1

ψ(T )
lnP(ξϕ,T (·) ∈ Uε(f))

≥ −
∫ 1

0

f l∨m(s)ds+ lim
ε→0

lim inf
T→∞

1

ψ(T )
lnE

(
eBT+NT ln 2; ζϕ,T ∈ Uε(f)

)
.

Applying Lemmas 2 and Lemma 3 to inequalities (16) �nishes the proof of the
theorem. �

Proof of Lemma 2. In this lemma the goal is to establish the claimed upper
bound for the expected value E

(
eBT+NT ln 2; ζϕ,T ∈ Uε(f)

)
. Obviously,

(17)

E
(
eBT+NT ln 2; ζϕ,T ∈ Uε(f)

)
:= E1 + E2, with

E1 := E
(
eBT+NT ln 2; ζϕ,T ∈ Uε(f);NT ≤ θ(T )

)
,

E2 := E
(
eBT+NT ln 2; ζϕ,T ∈ Uε(f);NT > θ(T )

)
,

where

θ(T ) :=

√
ψ(T )ϕ(T )

ln(ϕ(T ))
.

Let us �rst �nd an upper bound for E1. Denote

M := max
t∈[0,1]

f(t) ∨ 1.

If ζϕ,T ∈ Uε(f) and NT ≤ θ(T ) then for any γ1 > 0 and for all su�ciently large T

BT =

NT∑
i=1

ln
(
ν(ζ(ti−1), ζ(ti))

)
≤

NT∑
i=1

(
ln(1 ∨ λ(ζ(ti−1)) + ln(1 ∨ µ(ζ(ti−1))

)
≤ θ(T )

(
ln
(
λ(ϕ(T ))(M + ε)l(1 + γ1)

)
+ ln

(
µ(ϕ(T ))(M + ε)m(1 + γ1)

))
.

Denote M1 := (M + ε)l+m(1 + γ1)
2. As

λ(ϕ(T )) ∨ µ(ϕ(T )) ≤ y(ϕ(T )) ∨ z(ϕ(T ))ϕl∨m(T )
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and for su�ciently large T the inequality y(ϕ(T )) ∨ z(ϕ(T )) ≤ ϕl∨m(T ) holds, we
obtain the inequalities

(18)

E1 ≤ exp
{
θ(T ) ln

(
M1λ(ϕ(T ))µ(ϕ(T ))

)}
2θ(T )

≤ exp
{
θ(T ) ln

(
2M1λ(ϕ(T ))µ(ϕ(T ))

)}
≤ exp

{
θ(T ) ln

(
2M1

(
λ(ϕ(T )) ∨ µ(ϕ(T ))

)2)}
≤ exp

{
θ(T ) ln

(
2M1ϕ

4(l∨m)(T )
)}
.

Now we �nd an upper bound for E2. Denote by k+ and k− the number of positive
and negative jumps of the process ζϕ,T and let L = k+ − k−. For ζϕ,T ∈ Uε(f) the
following inequality holds

(19) f(1)− ε ≤ ζϕ,T (1) ≤ f(1) + ε.

Since the jumps of the process ζϕ,T (·) are ±1/ϕ(T ), by inequality (19) we have

(20) (f(1)− ε)ϕ(T ) ≤ L ≤ (f(1) + ε)ϕ(T ),

and

(21) k+ + k− = NT , k+ =
NT + L

2
, k− =

NT − L
2

.

As ζϕ,T ∈ Uε(f), we obtain from (21) that for any γ1 > 0 and for T large enough,

(22)
BT =

NT∑
i=1

ln
(
ν(ζ(ti−1), ζ(ti))

)
≤ NT + L

2
ln
(
λ(ϕ(T ))(M + ε)l(1 + γ1)

)
+
NT − L

2
ln
(
µ(ϕ(T ))(M + ε)m(1 + γ1)

)
.

Since NT > θ(T ), we get, by using (20) and the condition (3), that

(23) lim
T→∞

NT
L

=∞.

Thus, by (22) and (23), for any γ1 > 0 and all su�ciently T we obtain

BT ≤
NT
2

ln
(
M1λ(ϕ(T ))µ(ϕ(T ))

)
+
L

2
ln

(
λ(ϕ(T ))

µ(ϕ(T ))
(M + ε)l−m

)

≤ NT
2

(1 + γ1) ln
(
M1λ(ϕ(T ))µ(ϕ(T ))

)
.

Hence,

(24)

E2 ≤ E
(
eBT+NT ln 2;NT ≥ θ(T ) + 1

)
≤ E exp

{
NT
2

(1 + γ1) ln
(
4M1λ(ϕ(T ))µ(ϕ(T ))

)}
.

Since NT has the Poisson distribution with parameter T , then for any r ∈ R

EerNT = eT (er−1) ≤ eTe
r

.

Therefore, from (24) it follows that

(25) E2 ≤ exp
{
M2T

(
λ(ϕ(T ))µ(ϕ(T ))

)(1+γ1)/2}
,
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where M2 := (4M1)
(1+γ1)/2.

Now let us choose γ1 <
|l −m|
l +m

6= 0. Using inequalities (18), (25), condition (3)

and an obvious inequality ln(E1 + E2) ≤ ln(2(E1 ∨ E1)), we obtain

lim
ε→0

lim sup
T→∞

1

ψ(T )
lnE

(
eBT (ζ)+NT ln 2; ζϕ,T ∈ Uε(f)

)
≤ lim
ε→0

lim sup
T→∞

[
θ(T ) ln

(
2M1ϕ

4(l∨m)(T )
)]
∨
[
M2T

(
λ(ϕ(T ))µ(ϕ(T ))

)(1+γ1)/2]
ψ(T )

≤ lim
ε→0

lim sup
T→∞

(√
ϕ(T ) ln

(
2M1ϕ

4(l∨m)(T )
)√

ψ(T ) ln(ϕ(T ))
∨
M2

(
y(ϕ(T ))z(ϕ(T ))ϕl+m(T )

)(1+γ1)/2
λ(ϕ(T )) ∨ µ(ϕ(T ))

)
= 0.

�

Proof of Lemma 3. The aim is to introduce the lower � bound for the term
E
(
eBT+NT ln 2; ζϕ,T ∈ Uε(f)

)
. Set M3 := inf

x∈Z+
λ(x) ∧ inf

x∈N
µ(x), where v ∧ w is a

minimum of numbers v, w. By global assumptions we have M3 > 0.
Observe that always BT ≥ NT lnM3, thus for any constant C > 0

(26)
E
(
eBT+NT ln 2; ζϕ,T ∈ Uε(f)

)
≥ E

(
eNT lnM3 ; ζϕ,T ∈ Uε(f);NT ≤ Cϕ(T )

)
≥ eCϕ(T )(0∧lnM3)P

(
ζϕ,T ∈ Uε(f);NT ≤ Cϕ(T )

)
.

From (26) it follows that

lim inf
T→∞

1

ψ(T )
lnE

(
eBT+NT ln 2; ζϕ,T ∈ Uε(f);NT ≤ Cϕ(T )

)
≥ lim inf

T→∞

1

ψ(T )
lnP

(
ζϕ,T ∈ Uε(f);NT ≤ Cϕ(T )

)
.

By Lemma 4 from the appendix, we can choose the constant C > 0 such that

lim inf
T→∞

1

ψ(T )
lnP

(
ζϕ,T ∈ Uε(f);NT ≤ Cϕ(T )

)
= 0,

This completes the proof of Lemma 3. �

4. Appendix

Lemma 4. Let the condition (3) be ful�lled. Then for any function f ∈ C+ and
any ε > 0 there exists a constant C (C = C(ε)) such that

lim inf
T→∞

1

ψ(T )
lnP

(
ζϕ,T ∈ Uε(f);NT ≤ Cϕ(T )

)
= 0.

Proof. The process ζ(t) can be represented as

ζ(t) = ζ(1)(t)− ζ(2)(t),
where ζ(1)(t) and ζ(2)(t) are independent Poisson processes with rate 1/2.

Since f is continuous on [0, 1] there exists a continuous function of �nite variation
g, de�ned on [0, 1], such that ρ(f, g) < ε/2, g(0) = 0. Moreover, there exist
continuous monotone non-decreasing functions g+ and g− such that

g(t) = g+(t)− g−(t), g+(0) = g−(0) = 0.
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De�ne in analogy to (11),

ζ
(1)
ϕ,T (t) =

ζ(1)(tT )

ϕ(T )
, ζ

(2)
ϕ,T (t) =

ζ(2)(tT )

ϕ(T )
.

Furthermore, let N
(r)
T stands for the number of jumps of ζ(r) on [0, T ], r = 1, 2.

Finally, denote
C1 = g+(1), C2 = g−(1), C = C1 + C2.

Because of independence of processes ζ(1) and ζ(2) we can write

(27)

P
(
ζϕ,T ∈ Uε(f);NT ≤ Cϕ(T )

)
≥P
(
ζ
(1)
ϕ,T ∈ Uε/4(g+);N

(1)
T ≤ C1ϕ(T )

)
×P

(
ζ
(2)
ϕ,T ∈ Uε/4(g−);N

(2)
T ≤ C2ϕ(T )

)
=: P1P2.

To derive the lower � bound for the probability P1, consider a partition of the
unit interval by points 0 = t0 < t1 < · · · < tK = 1 such that

max
1≤i≤K

(g+(ti)− g+(ti−1)) <
ε

8
.

Since ζ(1) is a process with independent increments, we get that for a su�ciently
large T

P1 ≥
K∏
i=1

P
(
ζ(1)(Tti)− ζ(1)(Tti−1) = b(g+(ti)− g+(ti−1))ϕ(T )c

)
=

K∏
i=1

e−T (ti−ti−1)/2(T (ti − ti−1)/2)b(g+(ti)−g+(ti−1))ϕ(T )c

b(g+(ti)− g+(ti−1))ϕ(T )c!

≥
K∏
i=1

exp

{
−T (ti − ti−1)

2
− (g+(ti)− g+(ti−1))ϕ(T ) ln

(
(g+(ti)− g+(ti−1))ϕ(T )

)}

≥
K∏
i=1

exp

{
−T (ti − ti−1)

2
− (g+(ti)− g+(ti−1))ϕ(T ) ln

(
g+(1)ϕ(T )

)}
≥ exp {−T − g+(1)ϕ(T ) ln(g+(1)ϕ(T ))} ,

where bbc is the integer part of the number b.
In the same way we obtain a lower bound for P2:

P2 ≥ exp
{
−T − g−(1)ϕ(T ) ln

(
g−(1)ϕ(T )

)}
.

Then from (3) it follows that

lim inf
T→∞

lnP
(
ζϕ,T ∈ Uε(f);NT ≤ Cϕ(T )

)
≥ lim inf

T→∞
ln(P1P2)

≥ lim inf
T→∞

−2T − (g−(1) + g+(1))ϕ(T ) ln
(
(g−(1) + g+(1))ϕ(T )

)
ψ(T )

= 0.

This completes the proof of Lemma 4. �

Lemma 5. Let the non-negative function h(x), x ∈ [0,∞) satis�es the following
conditions:

1) sup
x∈[0,a]

h(x) <∞ for any a > 0;

2) h(x) = L(x)xp, p > 0, where L(x) is the slowly varying at in�nity function.
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Then, for any c > 0

(28) lim sup
x→∞

sup
b∈[0,c]

h(bx)

h(x)
≤ cp.

Proof. Let us, �rst, note that according the uniform convergence theorem for
regularly varying function, [15, Theorem 1.1], it follows that for any d ∈ (0, c]

(29) lim sup
x→∞

sup
b∈[d,c]

h(bx)

h(x)
= lim sup

x→∞
sup
b∈[d,c]

(bx)pL(bx)

xpL(x)
≤ cp lim sup

x→∞
sup
b∈[d,c]

L(bx)

L(x)
= cp.

We prove (28) by contradiction. Suppose the inequality (28) does not hold, then
there exist two sequences bk, bk ∈ [0, c] and xk, lim

k→∞
xk =∞ such that

(30) lim
k→∞

h(bkxk)

h(xk)
> cp (maybe the limit is in�nity).

Since bk ∈ [0, c] we suppose that the sequence bk has a limit (if not we choose a
subsequence). Consider di�erent cases.

• If lim
k→∞

bk = d > 0, then due to (29) the inequality (30) does not true. Thus,

lim
k→∞

bk = 0.

• Let lim
k→∞

bk = 0. Consider the sequence bkxk. Suppose there exists �nite

limit

lim sup
k→∞

bkxk = a <∞.

Then, due to the condition 1), the left hand side of (30) is equal to 0; thus,
the inequality (30) does not hold.

Hereby, if (30) holds, then lim
k→∞

bk = 0 and lim sup
k→∞

bkxk = ∞ (we could set

lim
k→∞

bkxk =∞, indeed, if lim sup
k→∞

bkxk =∞, then we can �nd such subsequence).

Thus, if (30) holds, then there exist sequences bk and xk such that

(31) lim
k→∞

bk = 0, lim
k→∞

bkxk =∞.

Now, according the representation theorem for slowly varying functions, [15,
Theorem 1.2], it follows that there exists a constant B > 0 such that for all x ≥ B

(32) L(x) = exp

{
u(x) +

x∫
B

v(t)

t
dt

}
,

where u(x) is a bounded measurable function on x ≥ B, such that lim
x→∞

u(x) = m,

|m| <∞, and v(x) is continuous function on x ≥ B such that lim
x→∞

v(x) = 0.



1268 A.V. LOGACHOV, Y.M. SUHOV, N.D. VVEDENSKAYA, A.A. YAMBARTSEV

Using (31), (32), we obtain

lim
k→∞

h(bkxk)

h(xk)
= lim
k→∞

(bk)
pL(bkxk)

L(xk)
≤ lim
k→∞

(bk)
p exp

{ xk∫
bkxk

|v(t)|
t

dt

}

≤ lim
k→∞

(bk)
p exp

{ xk∫
bkxk

p/2

t
dt

}
≤ lim
k→∞

(bk)
p exp

{
p

2

(
ln(xk)− ln(bkxk)

)}

≤ lim
k→∞

(bk)
p exp

{
ln

(
1

b
p/2
k

)}
= 0 ≤ cp.

It contradicts supposition (30). �
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