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Abstract. We analyse correspondence of texts to a simple probabilistic model. The model assumes that the words are selected independently from an infinite dictionary, and the probability distribution of words corresponds to the Zipf—Mandelbrot law. We count the numbers of different words in the text sequentially and get the process of the numbers of different words. Then we estimate the Zipf—Mandelbrot law’s parameters using the same sequence and construct an estimate of the expectation of the number of different words in the text. After that we subtract the corresponding values of the estimate from the sequence and normalize along the coordinate axes, obtaining a random process on a segment from 0 to 1. We prove that this process (the empirical text bridge) converges weakly in the uniform metric on $C(0,1)$ to a centered Gaussian process with continuous a.s. paths. We develop and implement an algorithm for calculating the probability distribution of the integral of the square of this process. We present several examples of application of the algorithm for analysis of the homogeneity of texts in English, French, Russian, and Chinese.
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1. Introduction

Our analysis is based on the fact that a text in any natural language can be divided into words. The source material for our analysis is a text with separated words and excluded punctuation. In addition, all capital letters (if any) are replaced by lowercase.

We test the hypothesis $H$ that a text matches a simple probabilistic model. The model satisfies the following three assumptions:

1) the dictionary contains countably many words that are enumerated $i = 1, 2, \ldots$;
2) words are sampled from the dictionary in the i.i.d. fashion according to discrete distribution $F = \{p_i\}_{i \geq 1}$ where $p_i$ is the probability of word $i$;
3) the distribution $F$ has a power tail:

$$p_i = c(i + q)^{-\theta - 1}, \quad i \geq 1, \quad 0 < \theta < 1, \quad q > -1,$$

where $q$ and $\theta$ are the distribution parameters and $c$ is the normalising constant.

These assumptions have a long history. Power decay of probabilities together with unboundedness of the dictionary were proposed by Zipf (1936). Mandelbrot (1965) noted that shift $q$ is required for the model to better match real texts. Modern large-scale studies (see Petersen et al., 2012) show that the process of the emergence of new words never stops, but very long sequences of texts show a slightly lower frequency of new words than it is predicted by the formula (1). So we apply our test for examples of not very long texts only.

The second assumption of the independence of the choice of consecutive words is obviously false for any meaningful text. We can easily reject it statistically. If we calculate the relative frequency of the word 'and' in an English text, and then the relative frequency of the sequence 'and and' (that is, two and in succession), then, according to $H$, the second should be approximately equal to the square of the first. In practice, the second is much smaller; often, it is simply zero.

But we are not ready to abandon the assumption of independence. This assumption is the base of our analysis. Therefore, we choose a characteristic that changes little when rearranging neighboring words. This characteristic is the number of different words of the text.

Let $R_n$ be the number of different words in the text of $n$ words. Under the assumption of independence, Bahadur proved the law of large numbers $R_n / ER_n \rightarrow 1$ in probability, and Karlin proved strong law of large numbers $R_n / ER_n \rightarrow 1$ a.s. and the central limit theorem: $(R_n - ER_n) / \sqrt{\text{Var}R_n}$ converges weakly to the standard normal law.

Thus, we consider a text as a random sequence, we construct the sequence $R_1, \ldots, R_n$ and study it using the methods of the theory of random processes: we invent parameter estimates and construct the empirical text bridge, that is, a random process built on the parameter estimates and the sequence of numbers of different words. We find the limit Gaussian process in the sense of weak convergence in $C(0,1)$. Then we calculate the distribution function $G$ of the integral of the squared limit process using the Smirnov (1937) formula.

Eigenvalues of the covariance function that are necessary for applying the Smirnov formula are calculated approximately as the eigenvalues of the matrix $Q = (q_{ij})_{i,j=1}^L$. 


composed of coefficients

\begin{equation}
q_{ij} = \int_0^1 \int_0^1 \hat{K}(s,t) \sin \pi is \sin \pi jt \, ds \, dt.
\end{equation}

We calculate \(q_{ij}\) by a fast algorithm that reduces double integrals to definite integrals.

Asymptotics of \(R_n\) and similar statistics (in particular, the number of unique words, that is, words with exactly one occurrence in the text) have been studied by a number of authors. The Gaussian approximation under assumptions (1) was studied by Karlin, and beyond these assumptions by Dutko (1989), Gnedin, Hansen and Pitman (2007), Hwang and Janson (2008), Barbour and Gnedin (2009). Barbour (2009) proposed translated Poisson approximation for the number of unique words. New papers by Ben-Hamou, Boucheron and Ohannessian (2017) and Decrouez, Grabchak and Paris (2018) proved new general facts about these statistics.

The main result on which our study is based is the functional central limit theorem for the sequence \(R_1, \ldots, R_n\). It was proven by Chebunin and Kovalevskii (2016) in preparation for this study. Note that the Gaussian process which is the limit for this sequence can be found also in Durieu and Wang (2016) as a limit for another prelimit process. Its generalization is in Durieu, Samorodnitsky and Wang (2019).

Zipf parameter estimates were proposed by Nicholls (1987), Chebunin and Kovalevskii (2019b), but we need a special estimate for which we can calculate joint limit distribution of it and of the sequence \(R_1, \ldots, R_n\). This estimate is proposed in Chebunin and Kovalevskii (2019a). Zakrevskaia and Kovalevskii (2019) used the estimate in analysis of Shakespeare’s sonnets.

Bahadur proved that under \(H\) the mathematical expectation of the number of different words grows according to an asymptotically power law. This fact is known to experts in natural language processing as Herdan’s law (Herdan, 1960) or Heaps’ law (Heaps, 1978). Van Leijenhorst and van der Weide (2005), Eliazar (2011) analyzed the relationship between the Zipf’s law and Heaps’ law based on probabilistic models that were different from \(H\).

Gerlac and Altmann (2013) noted specifically that there is no mathematically correct statistical test for correspondence of a text to the Zipf’s law. We proposed such a test in Chebunin and Kovalevskii (2019a). We are developing the algorithm and applying it to texts in different languages in the present paper.

We propose an estimate for the Mandelbrot parameter \(q\), prove its consistence, then we construct an approximation of the process of the number of different words using this estimate, and prove the weak convergence of the normalized difference between the process and the approximation to a centered Gaussian process. We calculate the covariance function of the limiting process and the distribution of the integral of the square of this process. We use these results for an algorithm for calculating the p-value of the hypothesis of text homogeneity and apply the algorithm to the analysis of the homogeneity of texts in different languages.

The rest of the paper is organised as follows. The necessary theoretical results are in Section 2, the algorithm is in Section 3, examples of text analysis are in Section 4, and a discussion is in Section 5.
The Hurwitz zeta function is
\[ \zeta(a,x) = \sum_{i=0}^{\infty} (i + x)^{-a} \]
Note that constant \( c \) in (1) is
\[ c = c(\theta,q) = (\zeta(\theta^{-1}, q+1))^{-1}. \]
Let \( R_k \) be the number of different words among first \( k \) words of the text.
Let \( R_0 = 0 \). We have \( R_1 = 1, R_0 < R_1 \leq R_2 \leq \ldots \leq R_n \).

Bahadur (1960) proved that
\[ \mathbb{E}R_j \sim c^{\theta} \Gamma(1 - \theta) j^\theta, \]
where \( \Gamma(x) = \int_0^\infty y^{x-1}e^{-y} \, dy \) is the Euler gamma function. Bahadur also proved convergence in probability \( R_j / \mathbb{E}R_j \overset{p}{\to} 1 \).

Karlin (1967) proved that \( R_j / \mathbb{E}R_j \overset{a.s.}{\to} 1 \), which is equivalent to
\[ R_j \sim C_1 j^\theta \ a.s., \]
thanks to (3). Here \( C_1 = C_1(\theta,q) = c^{\theta} \Gamma(1 - \theta) \).

Chebunin and Kovalevskii (2016) proved the Functional Central Limit Theorem, that is, the weak convergence of the process \( \{ (R_{\lfloor nt \rfloor} - \mathbb{E}R_{\lfloor nt \rfloor}) / \sqrt{\mathbb{E}R_n} \, , \, 0 \leq t \leq 1 \} \) to a centered Gaussian process \( Z_0 \) with continuous a.s. sample paths and covariance function
\[ K(s,t) = (s + t)^\theta - \max(s^\theta, t^\theta). \]

Denote \( \log^+ x = \max(\log x, 0) \).

We propose the following estimator for parameter \( \theta \) (Chebunin and Kovalevskii, 2019a)
\[ \hat{\theta} = \int_0^1 \log^+ R_{\lfloor nt \rfloor} dA(t) \]
with a function \( A(\cdot) \) that is the sum of a step function and a piecewise continuously differentiable function on \([0,1]\) and
\[ \int_0^1 \log t \, dA(t) = 1, \quad A(t) = 0, \quad t \in [0, \delta], \text{ for some } \delta \in (0,1), \quad A(1) = 0. \]

The next theorem follows from Theorems 2.1, 2.2 by Chebunin and Kovalevskii (2019a).

Theorem 2.1 If (5) holds then the estimator \( \hat{\theta} \) is strongly consistent, and
\[ \sqrt{\mathbb{E}R_n}(\hat{\theta} - \theta) - \int_0^1 t^{-\theta} Z_n(t) \, dA(t) \to_p 0. \]
From Theorem 2.1, it follows that \( \hat{\theta} \) converges to \( \theta \) with rate \( (\mathbb{E}R_n)^{-1/2} \), and normal random variable \( \int_0^1 t^{-\theta} Z_\theta(t) \, dA(t) \) has variance \( \int_0^1 \int_0^1 (st)^{-\theta} K(s,t) \, dA(s) \, dA(t) \).

Example 2.1 Take
\[ A(t) = \begin{cases} 0, & 0 \leq t \leq 1/2; \\ -(\log 2)^{-1}, & 1/2 < t < 1; \\ 0, & t = 1. \end{cases} \]
Then
\[ \hat{\theta} = \log_2(R_n/R_{[n/2]}), \quad n \geq 2. \tag{6} \]

Note that, in this example, for any function \( g \) on \([0, 1]\),
\[ \int_0^1 g(t) \, dA(t) = \frac{g(1) - g(1/2)}{\log 2}. \]

Let us introduce the process \( \hat{Z}_n \):
\[ \hat{Z}_n(k/n) = \left( R_k - (k/n)\hat{\theta} R_n \right) / \sqrt{R_n}, \]
for \(0 \leq k \leq n\). Let for \(0 \leq t \leq 1/n\) and \(0 \leq k \leq n-1\)
\[ \hat{Z}_n \left( \frac{k}{n} + t \right) = \hat{Z}_n(k/n) + nt \left( \hat{Z}_n((k+1)/n) - \hat{Z}_n(k/n) \right). \]

**Theorem 2.2** (Theorem 4.1 by Chebunin and Kovalevskii, 2019a) If (5) holds
then \( \hat{Z}_n \) converges weakly to \( \hat{Z}_\theta \) as \( n \to \infty \), where
\[ \hat{Z}_\theta(t) = Z_\theta^0(t) - t^\theta \log t \int_0^1 u^{-\theta} Z_\theta(u) \, dA(u), \]
\[ Z_\theta^0(t) = Z_\theta(t) - t^\theta Z_\theta(1), \quad 0 \leq t \leq 1. \]

The correlation function of \( Z_\theta^0 \) is given by
\[ K^0(s, t) = \mathbb{E} Z_\theta^0(s) Z_\theta^0(t) = K(s, t) - s^\theta K(1, t) - t^\theta K(s, 1) + s^\theta t^\theta K(1, 1). \]

**Corollary 2.1** Let \( \tilde{W}_n^2 = \int_0^1 \left( \hat{Z}_n(t) \right)^2 \, dt \) and (5) holds. Then \( \tilde{W}_n^2 \) converges
weakly to \( \tilde{W}_\theta^2 = \int_0^1 \left( \hat{Z}_\theta(t) \right)^2 \, dt \).

\[ \tilde{W}_n^2 = \frac{1}{3n} \sum_{k=1}^{n-1} \hat{Z}_n \left( \frac{k}{n} \right) \left( 2 \hat{Z}_n \left( \frac{k}{n} \right) + \hat{Z}_n \left( \frac{k+1}{n} \right) \right). \]

The p-value of the goodness-of-fit test is \( 1 - \tilde{F}_\theta(\tilde{W}_{n,\text{obs}}) \). Here \( \tilde{F}_\theta \) is the cumulative
distribution function of \( \tilde{W}_\theta^2 \), and \( \tilde{W}_{n,\text{obs}} \) is the observed value of \( \tilde{W}_n^2 \).

One can estimate \( F_\theta \) by simulations or find it explicitly using the Smirnov’s
formula (Smirnov, 1937): if \( \tilde{W}_\theta^2 = \sum_{k=1}^{\infty} \frac{\eta_k}{\lambda_k^2} \), \( \eta_1, \eta_2, \ldots \) are independent and have
standard normal distribution, \( 0 < \lambda_1 < \lambda_2 < \ldots \), then
\[ F_\theta(x) = 1 + \frac{1}{\pi} \sum_{k=1}^{\infty} (-1)^k \int_{\lambda_{2k-1}}^{\lambda_{2k}} \frac{e^{-\lambda x/2}}{\sqrt{-D(\lambda)}} \, d\lambda, \quad x > 0, \]
\[ D(\lambda) = \prod_{k=1}^{\infty} \left( 1 - \frac{\lambda}{\lambda_k} \right). \]

The integrals in the RHS of (7) must tend to 0 monotonically as \( k \to \infty \), and
\( \lambda_k^{-1} \) are the eigenvalues of kernel \( \tilde{K}(s, t) = \mathbb{E} Z_\theta(s) Z_\theta(t) \), see Smirnov (1937).

We are exploring the two-parameter model in this paper. Therefore, we now
develop a new approximation of the process of the number of different words using
the estimate of the Mandelbrot parameter \( q \).
Let us introduce the empirical bridge of a text $\tilde{Z}_n$ by substituting
\begin{equation}
(8) \quad r_k = r_k(\hat{\theta}, \hat{q}) = \sum_{i=1}^{\infty} (1 - (1 - \hat{p}_i)^k)
\end{equation}
instead of $(k/n)^{\hat{\theta}} R_n$ in $\tilde{Z}_n$, that is,
\begin{equation}
(9) \quad \tilde{Z}_n(k/n) = (R_k - r_k) / \sqrt{R_n},
\end{equation}
$0 \leq k \leq n$.

Here \begin{equation}
(10) \quad \hat{p}_i = c(\hat{\theta}, \hat{q})(i + \hat{q})^{-1/\hat{\theta}}, \quad i \geq 1,
\end{equation}
\begin{equation}
(11) \quad \hat{q} = \min \{ \tilde{q} > -1 : r_n(\hat{\theta}, \tilde{q}) = R_n \}.
\end{equation}

**Theorem 2.3** If $H$ is true then $\hat{\theta} \to 0$ in probability as $n \to \infty$, and $\tilde{Z}_n - \tilde{Z}_n \to 0$ in probability uniformly on $q$ in any segment in $(-1, \infty)$.

**Proof**
From Lemma 1 in Gnedin et al. (2007) we have
\[ |E R_n - E R_{\Pi(n)}| < \frac{2}{n} E R_{n,2} \leq \frac{2}{n} \times \frac{n}{2} = 1. \]

Karlin (1967) proposed representation
\[ E R_{\Pi(t)} = \int_0^\infty \alpha(ty) \frac{1}{y^2} e^{-1/y} dy, \]
where
\[ \alpha(x) = \max \{ j | p_j \geq \frac{1}{x} \}. \]

In our case
\[ \Gamma(k - \gamma) = \int_0^\infty y^{\gamma-k-1} e^{-1/y} dy. \]

So
\[ (cn)^{\theta} \Gamma(1 - \theta) - q - 1 \leq E R_{\Pi(n)} \leq (cn)^{\theta} \Gamma(1 - \theta) - q, \]
\[ E R_n = (cn)^{\theta} \Gamma(1 - \theta) - q + T_n, \quad |T_n| < 2, \]
then
\[ |r_n - (\hat{c}n)^{\hat{\theta}} \Gamma(1 - \hat{\theta}) + \hat{q}| < 2 \text{ a.s.} \]

Notice, that for any $x > 0$
\[ \zeta(\theta^{-1}, x) = \sum_{i=0}^{\infty} (i + x)^{-\theta-1} > \sum_{i=0}^{\infty} \int_{i}^{i+1} (y+x)^{-\theta-1} dy = \int_0^\infty (y+x)^{-\theta-1} dy = c_1 x^{1-\theta-1}, \]
where $c_1 = c_1(\theta) = (\theta^{-1} - 1)^{-1}$, and
\[ \zeta(\theta^{-1}, x) = \sum_{i=0}^{\infty} (i + x)^{-\theta-1} < x^{-\theta-1} + \sum_{i=1}^{\infty} \int_{i-1}^{i} (y+x)^{-\theta-1} dy = x^{-\theta-1} + c_1 x^{1-\theta-1}. \]

It’s not hard to see that
\[ c^\theta = (\zeta(\theta^{-1}, q + 1))^{-\theta} \sim c_1 q^{1-\theta} \text{ as } q \to \infty. \]
From the strong law of large numbers for $R_n$ and $\hat{\theta} \to \theta$ a.s., we can choose a constant $K = K(\theta, q) = 2c(\theta, q)^\theta\Gamma(1 - \theta)$ such that

$$P(R_n < Kn^{\hat{\theta}}) \to 1 \text{ as } n \to \infty.$$ 

Therefore, we can choose $q^*$ such that

$$(c(\hat{\theta}, q^*))^{\hat{\theta}}\Gamma(1 - \hat{\theta}) \sim (c(\theta, q^*))^\theta\Gamma(1 - \theta) > K.$$ 

Hence

$$P(\hat{q}_n < q^*) \to 1 \text{ as } n \to \infty.$$ 

On the other hand, from (3) we have

$$R_n \sim \frac{(c(\theta, q)n)^{\theta}\Gamma(1 - \theta)}{(c(\hat{\theta}, \hat{q})n)^{\hat{\theta}}\Gamma(1 - \hat{\theta})},$$ 

and $r_n = R_n, \hat{\theta} \to \theta$ a.s., so

$$\frac{(c(\hat{\theta}, \hat{q})n)^{\hat{\theta}}}{(c(\theta, q)n)^\theta} \to 1.$$ 

From Theorem 2.1, $n^{\hat{\theta} - \theta} \to 1$ in probability, so $c(\hat{\theta}, \hat{q}) \to c(\theta, q)$ in probability, and $c(\theta, q)$ is a continuous and strictly monotone function of $q$ for any $\theta \in (0, 1)$. Thus $\hat{q} \to q$ in probability.

Now we estimate

$$\max_{1 \leq k \leq n} \frac{|(k/n)^{\hat{\theta}}R_n - r_k|}{\sqrt{R_n}}.$$ 

We have

$$|(k/n)^{\hat{\theta}}R_n - r_k| = |(k/n)^{\hat{\theta}}r_n - r_k|$$ 

$$< |(k/n)^{\hat{\theta}}((\hat{c}n)^{\hat{\theta}}\Gamma(1 - \hat{\theta}) - \hat{q}) - (\hat{c}k)^{\hat{\theta}}\Gamma(1 - \hat{\theta}) + \hat{q})| + 4$$ 

$$= |\hat{q}(1 - (k/n)^{\hat{\theta}})| + 4 \leq \hat{q} + 4.$$ 

As $R_n \to \infty$ a.s. and $\hat{q} \to q$ in probability, we have

$$\max_{1 \leq k \leq n} \frac{|(k/n)^{\hat{\theta}}R_n - r_k|}{\sqrt{R_n}} \to 0$$ 

in probability.

The proof is complete.

### 3. Algorithm

Note that

$$r_k = \sum_{i=1}^{\infty} \left(1 - \sum_{j=0}^{k} \binom{i}{j} \frac{\hat{c}^j \Gamma(1 - j/\hat{\theta})}{\Gamma(1 - \hat{\theta})}\right)$$ 

$$= \sum_{j=1}^{k} \binom{i}{j}^{i+1} \sum_{i=1}^{\infty} \hat{c}^j (i + \hat{q})^{-j/\hat{\theta}}$$ 

$$= \sum_{j=1}^{k} \binom{i}{j}^{i+1} \frac{\hat{c}^j \Gamma(1 - j/\hat{\theta})}{\Gamma(1 - \hat{\theta})}\left(\frac{\hat{c}^{i+1} \Gamma(1 - i/\hat{\theta})}{\Gamma(1 - \hat{\theta})}\right)^{-j/\hat{\theta}}.$$
So we have the finite formula to calculate \( r_1, \ldots, r_n \). This formula is not good for large \( k \) due to high complexity of calculations of binomial coefficients. So we use an approximation by substituting an integral instead of series residual

\[
(12) \quad r_k \approx \sum_{i=1}^{M} (1 - (1 - \hat{p}_i)^k) + \int_{M+0.5+\hat{q}}^{\infty} (1 - \exp(-k\hat{c}y^{-\hat{\alpha}}))dy
\]

\[
\hat{\alpha} = 1/\hat{\theta}, \; N = M + 0.5 + \hat{q}.
\]

We calculate the integral using incomplete Gamma function. We find \( \hat{q} \) by dichotomy method for \( r_n = R_n \).

Elementary calculations give

\[
\hat{K}(s, t) = E\hat{Z}_\theta(s)\hat{Z}_\theta(t)
\]

\[
= K^0(s, t) - t^\theta \log t K(s, 1/2)^2 - s^\theta \log s K(t, 1/2)^2
\]

\[
+ s^\theta t^\theta (\log s + \log t) K(1, 1) - 2^{\theta+1} K(1/2, 1/2) + 2^{2\theta} K(1/2, 1/2).
\]

Now we represent the kernel \( \hat{K} \) by the matrix \( Q = (q_{ij})_{i,j=1}^{L} \) by calculation of

\[
q_{ij} = \int_{0}^{1} \int_{0}^{1} \hat{K}(s, t) \sin \pi is \sin \pi jt dsdt.
\]

We know \( K(s, t) = (s + t)^\theta - \max(s^\theta, t^\theta) \),

\[
\hat{K}(s, t) = K(s, t) - s^\theta K(1, t) - t^\theta K(s, 1) + s^\theta t^\theta K(1, 1)
\]

\[
- t^\theta \log t K(s, 1/2)^2 - s^\theta \log s K(t, 1/2)^2
\]

\[
+ s^\theta t^\theta (\log s + \log t) K(1, 1) - 2^{\theta+1} K(1/2, 1/2) + 2^{2\theta} K(1/2, 1/2).
\]

Let us denote

\[
J_{ij} = \int_{0}^{1} \int_{0}^{1} (s + t)^\theta \sin \pi is \sin \pi jt dsdt,
\]

\[
a(\theta, k, x) = \int_{0}^{\pi} t^\theta \sin \pi kt dt, \quad b(\theta, k, x) = \int_{0}^{\pi} t^\theta \cos \pi kt dt,
\]

\[
A_i = \int_{0}^{1} t^\theta \sin \pi it dt = a(\theta, i, 1), \quad B_i = \int_{1}^{2} t^\theta \sin \pi it dt = a(\theta, i, 2) - a(\theta, i, 1),
\]

\[
C_i = \int_{0}^{1} t^{\theta+1} \cos \pi it dt = b(\theta + 1, i, 1),
\]
\[ D_i = \int_1^2 t^\theta (2-t) \cos \pi it \, dt = 2b(\theta, i, 1, 2) - 2b(\theta, i, 1) - b(\theta + 1, i, 2) + b(\theta + 1, i, 1), \]

\[ E_{ij} = \int_0^1 t^\theta \sin \pi it \cos \pi jt \, dt, \quad F_i = \int_0^1 K(t, 1) \sin \pi it \, dt, \]

\[ G_i = \int_0^1 t^\theta \log t \sin \pi it \, dt, \quad H_i = \int_0^1 K(t, 1/2) \sin \pi it \, dt. \]

Then we have

\[ q_{ij} = J_{ij} - \frac{1}{\pi j} (A_i - E_{ij}) - \frac{1}{\pi i} (A_j - E_{ji}) \]

\[ - A_i F_j - A_j F_i + K(1, 1) A_i A_j \]

\[ - G_j \frac{F_i - 2^\theta H_i}{\log 2} - G_i \frac{F_j - 2^\theta H_j}{\log 2} \]

\[ + (A_i G_j + A_j G_i) \frac{K(1, 1) - 2^\theta K(1, 1/2)}{\log 2} \]

\[ + G_i G_j \frac{K(1, 1) - 2^{\theta+1} K(1, 1/2) + 2^{2\theta} K(1/2, 1/2)}{\log 2^2}. \]

We calculate \( J_{ij} \) substituting \( t = u - s, s \leq u \leq s + 1 \). So

\[ J_{ij} = \int_0^1 u^\theta \, du \int_0^u \sin \pi i s \sin \pi j(u - s) \, ds + \int_1^2 u^\theta \, du \int_{u-1}^1 \sin \pi i s \sin \pi j(u - s) \, ds. \]

If \( i \neq j \) then we have

\[ J_{ij} = \frac{1}{2} \int_0^1 u^\theta \, du \int_0^1 (\cos \pi (is - ju + js) - \cos \pi (is + ju - js)) \, ds \]

\[ + \frac{1}{2} \int_1^2 u^\theta \, du \int_{u-1}^1 (\cos \pi (is - ju + js) - \cos \pi (is + ju - js)) \, ds \]

\[ = \frac{1}{2} \int_0^1 u^\theta \left( \frac{\sin \pi i u + \sin \pi j u}{\pi (i+j)} - \frac{\sin \pi i u - \sin \pi j u}{\pi (i-j)} \right) \, du \]

\[ + \frac{1}{2} \int_1^2 u^\theta \left( \frac{\sin(\pi (i+j) - \pi ju) + \sin(\pi (i+j) - \pi ju)}{\pi (i+j)} \right. \]

\[ \left. - \frac{\sin(\pi (i-j) + \pi ju) + \sin(\pi (i-j) - \pi ju)}{\pi (i-j)} \right) \, du \]

\[ = \frac{iA_j - jA_i - (-1)^{i+j}(iB_j - jB_i)}{\pi (i^2 - j^2)}. \]

If \( i = j \) then we have

\[ J_{ii} = \frac{1}{2} \int_0^1 u^\theta \, du \int_0^1 \cos \pi (2is - iu) - \cos \pi iu \, ds \]

\[ + \frac{1}{2} \int_1^2 u^\theta \, du \int_{u-1}^1 \cos \pi (2is - iu) - \cos \pi iu \, ds \]

\[ = \frac{1}{2} \int_0^1 \left( u^\theta \sin \pi iu \frac{\pi i}{\pi i} - u^{\theta+1} \cos \pi iu \right) \, du \]

\[ + \frac{1}{2} \int_1^2 u^\theta \sin(2\pi i - \pi iu) - \sin(2\pi i - 2\pi i - \pi iu) \frac{2\pi i}{2\pi i} \, du \]

\[ - \frac{1}{2} \int_1^2 u^\theta (2 - u) \cos \pi iu \, du. \]
We know
\[ a(\theta, k, x) = \pi k x^{\theta+2} \sum_{i=0}^{\infty} \frac{(-1)^k (\pi i t)^{2k+1}}{(2k+1)!} dt = \sum_{k=0}^{\infty} \frac{(-1)^k (\pi i)^{2k+1}}{(2k+1)! (2k + \theta + 2)^2} \]
\[ b(\theta, k, x) = x^{\theta} \sum_{i=0}^{\infty} \frac{(-1)^k (\pi i t)^{2k+1}}{(2k+1)!} dt = -\pi \sum_{i=0}^{\infty} \frac{(-1)^k (\pi i)^{2k+1}}{(2k+1)! (2k + \theta + 2)^2} \]
\[ H_i = \int_{1/2}^{3/2} t^\theta \sin(\pi i t) dt = \sin(\pi i/2) \int_0^\infty \frac{(\theta/2 + 1, 3/2, \theta/2 + 2, \theta/2 + 2, -i^2 \pi^2/16)}{(\theta/2 + 1, 3/2, \theta/2 + 2, -i^2 \pi^2/16)} \]
\[ -2^{-\theta-2} F_2 (\theta/2 + 1, 3/2, \theta/2 + 2, -i^2 \pi^2/16) \]
\[ A_i = \frac{1}{\pi i} \int_0^\infty \frac{(-1)^k (\pi i)^{2k+1}}{(2k+1)! (2k + \theta + 2)^2} \]
\[ B_i = \frac{1}{\pi i} \int_0^\infty \frac{(-1)^k (\pi i)^{2k+1}}{(2k+1)! (2k + \theta + 2)^2} \]
\[ C_i = \frac{1}{\pi i} \int_0^\infty \frac{(-1)^k (\pi i)^{2k+1}}{(2k+1)! (2k + \theta + 2)^2} \]
\[ D_i = \frac{1}{\pi i} \int_0^\infty \frac{(-1)^k (\pi i)^{2k+1}}{(2k+1)! (2k + \theta + 2)^2} \]
\[ G_i = \int_0^1 t^\theta \log t \sum_{k=0}^{\infty} \frac{(-1)^k (\pi i t)^{2k+1}}{(2k+1)!} dt = -\sum_{k=0}^{\infty} \frac{(-1)^k (\pi i)^{2k+1}}{(2k+1)! (2k + \theta + 2)^2} \]
\[ = -\pi i F_3 (\theta/2 + 1, 3/2, \theta/2 + 2, \theta/2 + 2, -i^2 \pi^2/16) \]
\[ \text{for } A_i \text{ and } B_i \text{ by (6).} \]
\[ \text{for } C_i \text{ and } D_i \text{ by (11) with (12).} \]

We calculate eigenvalues \( \lambda_i, 1 \leq i \leq L \), of the matrix \( Q \). Then we use the Smirnov formula to calculate the p-value.

Let \( W_n^2 = \int_0^1 (Z_n^0(t))^2 dt \). It is equal to

\[ W_n^2 = \frac{1}{3n} \sum_{k=1}^{n-1} Z_n^0 \left( \frac{k}{n} \right) \left( 2Z_n^0 \left( \frac{k}{n} \right) + Z_n^0 \left( \frac{k+1}{n} \right) \right) \]

Then \( W_n^2 \) converges weakly to \( W_0^2 = \int_0^1 (Z_0^0(t))^2 dt \).

So the test rejects the basic hypothesis if \( W_n^2 \geq C \). The p-value of the test is
\[ 1 - F_0(W_n^2) \]
Here \( F_0 \) is the cumulative distribution function of \( W_0^2 \) and \( W_n^2 \) is a concrete value of \( W_n^2 \) for observations under consideration.

So, we developed the following text homogeneity analysis algorithm.

**Algorithm**

1. Remove all punctuation marks.
2. Calculate the process of numbers of different words.
3. Calculate the estimate \( \hat{\theta} \) of the parameter \( \theta \) by (6).
4. Calculate the estimate \( \hat{q} \) of the parameter \( q \) by (11) with (12) for \( k = n \) and (10).
5. Calculate the normalised difference of the process of numbers of different words and its estimate (the empirical bridge \( \tilde{Z}_n \)) by (9) with (12).

6. Calculate the integral \( W_{n,\text{obs}}^2 = W_n^2 \) of the square of the empirical bridge by (14).

7. Represent the kernel \( \hat{K} \) by the matrix \( Q = (q_{ij})_{i,j=1}^{L} \) by (13). The integrals are calculated by methods of Section 3.

8. Find eigenvalues \( \lambda_i \) of the matrix.

9. Calculate the p-value \( 1 - F_\theta(W_{n,\text{obs}}^2) \) by (7).

\( L \) and \( M \) are the parameters of the algorithm, \( L \) is the matrix dimension, \( M \) is the constant in (12).

4. Examples of text analysis

We use the algorithm with \( L = 100 \), \( M = 1000 \).

We find \( \hat{q} \) by dichotomy method for \( r_n = R_n \) with 20 iterations on segment \([-0.9, 40] \).

Here are given an example of French poetry, *Les Regrets* by Joachim du Bellay (1558), sonnet 1 (Pic. 1) and Shakespeare’s sonnet 1 (Pic. 2).

These are examples of homogeneous texts.

This approach can work with texts on any language.

See the first stanza of the first chapter of *Eugene Onegin* by Pushkin (Pic. 3) for example of Russian homogeneous text.

We use hieroglyphs instead of words when analyzing Chinese texts. We substitute hieroglyphs with their HTML codes. We analyse *Danqing Painting* by Du Fu (Pic. 4). This text is homogeneous, too.

An example of a nonhomogeneous text is Shakespeare’s sonnet 1 with 3 repeated lines (Pic. 5).
Another example of nonhomogeneity is a text from different languages. The example is Du Bellay’s sonnet 1 + Shakespeare’s sonnet 1 (Pic. 6).

To find nonhomogeneity for a text in one language we need more longer texts. Here the first three stanzas of *Childe Harold’s Pilgrimage* by Byron and the first three Shakespeare’s sonnets (Pic. 7).
There are some open questions in the application of this approach. The first open question is the Poisson approximation. If the number of identical words is small, then the Gaussian approximation is inaccurate. Barbour (2009) proposed an approximation by a translated Poisson distribution. We need a functional version of his theorem.
(Fig. 6) Du Bella's sonnet 1 + Shakespeare's sonnet 1

(Fig. 7) The first three stanzas of *Childe Harold's Pilgrimage* by Byron and the first three Shakespeare's sonnets
Another open question is the implementation of the Simon model. Let \( R_{n,1} \) be the number of words that occur exactly once. Under the assumptions made, there should be convergence \( R_{n,1}/R_n \to \theta \) a.s. (Karlin, 1967). But real texts behave differently. Typically, the number of words that occur once is significantly less than \( \hat{\theta}R_n \).

Simon (1955) proposed the next stochastic model: the \((n+1)\)-th word in the text is new with probability \( p \); it coincides with each of the previous words with probability \((1-p)/n\). The drawback of Simon’s model is that the number of different words grows linearly. We need some kind of hybrid of an infinite urn model and Simon’s model.
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