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#### Abstract

A nonlocal boundary value problem for a third-order pseudoparabolic equation with variable coefficients is considered. For solving this problem, a priori estimates in the differential and difference forms are obtained. The obtained a priori estimates imply the uniqueness and stability of the solution on a layer with respect to the initial data and the right-hand side and the convergence of the solution of the difference problem to the solution of the differential problem.
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## 1. Introduction

Many issues of fluid filtration in porous media, heat transfer in a heterogeneous environment, moisture transfer in soils lead to differential equations for a pseudoparabolic equation with variable coefficients [1]-[5].

A boundary value problems for parabolic equations with nonlocal condition arise in the study of particle diffusion in turbulent plasma, heat propagation in a thin heated rod, if the law of change in the total amount of rod heat is given. The first works for parabolic equations with nonclassical (integral) boundary conditions include, likely, the works of L.I. Kamynin [6] and F.A. Chudnovsky [7]. After the appearance of the work of A.V. Bitsadze and A.A. Samarskii [8], the attention

[^0]of mathematicians increasingly began to be attracted by nonlocal boundary value problems of mathematical physics. Various classes of nonlocal boundary value problems were studied in the works of N.I. Ionkin [9], [10], V.A. Il'in, E.I. Moiseev [11], N.I. Ionkin, E.I. Moiseev [12], D.G. Gordeziani [13], A.M. Nakhushev [14], A.P. Soldatov, M.Kh. Shkhanukov [15] and etc.
A.F. Chudnovsky in work [7] drew attention to an insufficiently critical approach to the formulation of the boundary conditions for the moisture transfer equation
\[

$$
\begin{equation*}
\frac{\partial w}{\partial t}=\frac{\partial}{\partial x}\left(D(w) \frac{\partial w}{\partial x}\right), 0<x<\ell, 0<t \leq T \tag{1}
\end{equation*}
$$

\]

where $D(w)$ - diffusivity coefficient, $w$ - moisture in fractions of a unit, $x$ - depth.
For equation (1) A.F. Chudnovsky formulated a problem with the nonlocal condition:

$$
\begin{gather*}
\left.D \frac{\partial w}{\partial x}\right|_{x=0}=\int_{0}^{\alpha} w d x  \tag{2}\\
\left.\frac{\partial w}{\partial x}\right|_{x=\ell}=0  \tag{3}\\
w(x, 0)=\varphi(x), 0 \leq x \leq \ell \tag{4}
\end{gather*}
$$

Nonlocal condition (2) means that the moisture flux through the surface $x=0$ is equal to the moisture content in the active soil layer from 0 to $\alpha$, condition (3) means isolation in the sense of moisture exchange between the soil layer $x=\ell$ and its lower layers, and in the initial moment is set to the depth variation of moisture (4).

Note that work [16] is devoted to the study of locally one-dimensional schemes for the heat equation with a nonlocal condition of type (3) on the boundary. By the method of energy inequalities, an a priori estimate for the constructed locally one-dimensional scheme is obtained, its stability and convergence are proved.

Numerical methods for solving pseudo-parabolic equations of the third order are discussed in the works of M.Kh. Beshtokov [17] - [19]. In these papers, boundary value problems are considered for loaded pseudo-parabolic equations of the third order. To solve the problems posed, a priori estimates are obtained in differential and difference interpretations.

Difference methods for solving local and nonlocal boundary value problems for pseudoparabolic equations were considered in [20] - [22].

Papers [23] - [25] are devoted to difference methods for solving a fractionalorder differential diffusion equation with Robin boundary value conditions in a multidimensional domain. Note that with an increase in the order of approximation of Robin's boundary value conditions on solutions of the fractional-order diffusion equation, we obtain a difference problems with nonlocal boundary conditions [26].

To solve the grid equations obtained by the difference approximation of differential equations with a nonlocal condition, the bordering method should be used ([27], p. 187).

## 2. Problem statement

In the rectangle $\bar{Q}_{T} \equiv\{(x, t): 0 \leq x \leq \ell, 0 \leq t \leq T\}$ consider the problem with the nonlocal condition

$$
\begin{gather*}
\frac{\partial u}{\partial t}=\frac{\partial}{\partial x}\left[k(x, t) \frac{\partial u}{\partial x}\right]+\frac{\partial}{\partial t} \frac{\partial}{\partial x}\left[k(x, t) \frac{\partial u}{\partial x}\right]+f(x, t)  \tag{5}\\
\left\{\begin{array}{c}
k \frac{\partial u}{\partial x}+\frac{\partial}{\partial t}\left(k \frac{\partial u}{\partial x}\right)=\beta_{1}(t) u+\int_{0}^{\ell} u d x-\mu_{1}(t), \text { for } x=0 \\
-\left[k \frac{\partial u}{\partial x}+\frac{\partial}{\partial t}\left(k \frac{\partial u}{\partial x}\right)\right]=\beta_{2}(t) u-\mu_{2}(t), \text { for } x=\ell \\
u(x, 0)=u_{0}(x)
\end{array}\right. \tag{6}
\end{gather*}
$$

The coefficients of problem (5) - (7) satisfy the following conditions:

$$
\begin{equation*}
0<c_{1} \leq k(x, t) \leq c_{2},\left|k_{t}(x, t)\right|,\left|\beta_{2}\right|,\left|\beta_{1}\right| \leq c_{3} \tag{8}
\end{equation*}
$$

Henceforward, it is assumed that problem (5) - (7) has a solution having the necessary derivatives. It is also assumed that the coefficients of Eq. (5) and boundary conditions (6) and (7) satisfy the necessary smoothness conditions ensuring the required order of approximation of the difference scheme. Also, in the course of the presentation, we will use positive constants $M_{i}, i=1,2, \ldots$, depending on the input data of problem (5) - (7).

Equation (5) is called the modified equation of moisture transfer in soils and soils.

## 3. A priori estimate for a differential problem

Theorem 1. Let conditions (8) be satisfied. Then the solution of the differential problem (5) - (7) satisfies a priori estimate

$$
\begin{equation*}
\|u\|_{W_{2}^{1}(0, \ell)}^{2} \leq M(t)\left(\int_{0}^{t} F(\tau) d \tau+\left\|u_{0}\right\|_{0}^{2}+\left\|u_{0 x}\right\|_{0}^{2}\right) \tag{9}
\end{equation*}
$$

where

$$
F(t)=\int_{0}^{t}\left(\|f\|_{0}^{2}+\mu_{1}^{2}(\tau)+\mu_{2}^{2}(\tau)\right) d \tau+\left\|u_{0}\right\|_{0}^{2}+\left\|u_{0}^{\prime}\right\|_{0}^{2}, M(t) \text { depends on the input }
$$

data of problem (5) - (7).
Proof. Suppose that there exists a solution to the problem (5) - (7) in the rectangle $\bar{Q}_{T}$. To obtain a priori estimate for the solution of problem (5) - (7), we use the method of energy inequalities. For this, let us multiply Eq. (5) scalarly by $u$ :

$$
\begin{equation*}
\left(u_{t}, u\right)=\left(\left(k u_{x}\right)_{x}, u\right)+\left(\left(k u_{x}\right)_{x t}, u\right)+(f, u) \tag{10}
\end{equation*}
$$

where

$$
(u, v)=\int_{0}^{\ell} u v d x,\|u\|_{0}^{2}=(u, u)
$$

Now We transform the terms included in identity (10):

$$
\left(u_{t}, u\right)=\frac{1}{2} \frac{\partial}{\partial t}\|u\|_{0}^{2}
$$

$$
\begin{gathered}
\left(\left(k u_{x}\right)_{x}, u\right)=\left.k u_{x} u\right|_{0} ^{\ell}-\int_{0}^{\ell} k u_{x}^{2} d x \\
\left(\left(k u_{x}\right)_{x t}, u\right)=\int_{0}^{\ell}\left(k u_{x}\right)_{x t} u d x=\left.\left(k u_{x}\right)_{t} u\right|_{0} ^{\ell}-\int_{0}^{\ell}\left(k u_{x}\right)_{t} u_{x} d x= \\
=\left.\left(k u_{x}\right)_{t} u\right|_{0} ^{\ell}-\int_{0}^{\ell}\left(k_{t} u_{x}^{2}+k u_{x} u_{x t}\right) d x= \\
=\left.\left(k u_{x}\right)_{t} u\right|_{0} ^{\ell}-\frac{1}{2} \frac{\partial}{\partial t} \int_{0}^{\ell} k u_{x}^{2} d x-\frac{1}{2} \int_{0}^{\ell} k_{t} u_{x}^{2} d x \\
\quad(f, u) \leq \frac{1}{2}\|f\|_{0}^{2}+\frac{1}{2}\|u\|_{0}^{2}
\end{gathered}
$$

Substituting the obtained expressions into equality (10), then then

$$
\begin{gather*}
\frac{1}{2} \frac{\partial}{\partial t}\|u\|_{0}^{2}+\frac{1}{2} \frac{\partial}{\partial t} \int_{0}^{\ell} k u_{x}^{2} d x+\int_{0}^{\ell} k u_{x}^{2} d x \leq \\
\leq\left.\left(k u_{x}\right)_{t} u\right|_{0} ^{\ell}+\left.k u_{x} u\right|_{0} ^{\ell}-\frac{1}{2} \int_{0}^{\ell} k_{t} u_{x}^{2} d x+\frac{1}{2}\|f\|_{0}^{2}+\frac{1}{2}\|u\|_{0}^{2} \tag{11}
\end{gather*}
$$

Using the boundary conditions (6), from the last inequality we obtain

$$
\begin{gathered}
\frac{1}{2} \frac{\partial}{\partial t}\|u\|_{0}^{2}+\frac{c_{1}}{2} \frac{\partial}{\partial t}\left\|u_{x}\right\|_{0}^{2}+\int_{0}^{\ell} k u_{x}^{2} d x \leq-\frac{1}{2} \int_{0}^{\ell} k_{t} u_{x}^{2} d x- \\
-\beta_{2}(t) u^{2}(\ell, t)+\mu_{2}(t) u(\ell, t)-u(0, t) \int_{0}^{\ell} u d x-\beta_{1}(t) u^{2}(0, t)+\mu_{1}(t) u(0, t)+ \\
+\frac{1}{2}\|f\|_{0}^{2}+\frac{1}{2}\|u\|_{0}^{2} .
\end{gathered}
$$

Hence,

$$
\begin{gathered}
\frac{\partial}{\partial t}\|u\|_{0}^{2}+c_{1} \frac{\partial}{\partial t}\left\|u_{x}\right\|_{0}^{2}+2 c_{1}\left\|u_{x}\right\|_{0}^{2} \leq c_{2}\left\|u_{x}\right\|_{0}^{2}- \\
-2 u(0, t) \int_{0}^{\ell} u d x+2 c_{3}\left(u^{2}(\ell, t)+u^{2}(0, t)\right)+\mu_{2}^{2}(t)+u^{2}(\ell, t)+\mu_{1}^{2}(t)+u^{2}(0, t)+\|f\|_{0}^{2}+\|u\|_{0}^{2}
\end{gathered}
$$

We apply the embedding theorem [28] to the terms $u^{2}(l, t)$ and $u^{2}(0, t)$. Then we get

$$
\frac{\partial}{\partial t}\|u\|_{0}^{2}+c_{1} \frac{\partial}{\partial t}\left\|u_{x}\right\|_{0}^{2}+2 c_{1}\left\|u_{x}\right\|_{0}^{2} \leq-2 u(0, t) \int_{0}^{\ell} u d x+c_{2}\left\|u_{x}\right\|_{0}^{2}+
$$

$$
\begin{equation*}
+4 c_{3} \varepsilon\left\|u_{x}\right\|_{0}^{2}+4 c_{3} c_{\varepsilon}\|u\|_{0}^{2}+\mu_{2}^{2}(t)+\mu_{1}^{2}(t)+2 \varepsilon\left\|u_{x}\right\|_{0}^{2}+2 c_{\varepsilon}\|u\|_{0}^{2}+\|f\|_{0}^{2}+\|u\|_{0}^{2} \tag{12}
\end{equation*}
$$

Let us estimate the term containing the integral:

$$
\begin{gathered}
-2 u(0, t) \int_{0}^{\ell} u d x \leq\left(\int_{0}^{\ell} u d x\right)^{2}+u^{2}(0, t) \leq \\
\leq \ell \int_{0}^{\ell} u^{2} d x+\varepsilon\left\|u_{x}\right\|_{0}^{2}+c_{\varepsilon}\|u\|_{0}^{2}=\left(\ell+c_{\varepsilon}\right)\|u\|_{0}^{2}+\varepsilon\left\|u_{x}\right\|_{0}^{2} .
\end{gathered}
$$

We substitute the obtained result into inequality (12). We get

$$
\frac{\partial}{\partial t}\|u\|_{0}^{2}+c_{1} \frac{\partial}{\partial t}\left\|u_{x}\right\|_{0}^{2} \leq M_{1}\left\|u_{x}\right\|_{0}^{2}+M_{2}\|u\|_{0}^{2}+\mu_{2}^{2}(t)+\mu_{1}^{2}(t)+\|f\|_{0}^{2}
$$

where $M_{1}=4 c_{3} \varepsilon+3 \varepsilon+c_{2}-2 c_{1}, M_{2}=4 c_{3} c_{\varepsilon}+3 c_{\varepsilon}+\ell+1$.
Let us integrate the resulting inequality over $\tau$ in the range from 0 to $t$ :

$$
\begin{gathered}
\|u\|_{0}^{2}+c_{1}\left\|u_{x}\right\|_{0}^{2} \leq M_{3}\left[\int_{0}^{t}\|u\|_{0}^{2} d \tau+\int_{0}^{t}\left\|u_{x}\right\|_{0}^{2} d \tau\right]+\int_{0}^{t}\left(\|f\|_{0}^{2}+\mu_{1}^{2}(\tau)+\mu_{2}^{2}(\tau)\right) d \tau+ \\
+\left\|u_{0}\right\|_{0}^{2}+\left\|u_{0}^{\prime}\right\|_{0}^{2}
\end{gathered}
$$

or

$$
\|u\|_{0}^{2}+\left\|u_{x}\right\|_{0}^{2} \leq M_{4} \int_{0}^{t}\left(\|u\|_{0}^{2}+\left\|u_{x}\right\|_{0}^{2}\right) d \tau+F(t)
$$

where $F(t)=\int_{0}^{t}\left(\|f\|_{0}^{2}+\mu_{1}^{2}(\tau)+\mu_{2}^{2}(\tau)\right) d \tau+\left\|u_{0}\right\|_{0}^{2}+\left\|u_{0}^{\prime}\right\|_{0}^{2}, M_{4}-$ is a known positive constant.

Applying Gronwall's lemma [?], to the last inequality, we obtain the estimate

$$
\begin{equation*}
\|u\|_{W_{2}^{1}(0, \ell)}^{2} \leq M(t)\left(\int_{0}^{t} F(\tau) d \tau+\left\|u_{0}\right\|_{0}^{2}+\left\|u_{0}^{\prime}\right\|_{0}^{2}\right) \tag{13}
\end{equation*}
$$

A priori estimate (13) implies the uniqueness of the solution to problem (5) (7), as well as the continuous dependence of the solution to the problem on the input data in the norm $\|u\|_{W_{2}^{1}(0, \ell)}=\|u\|_{0}^{2}+\left\|u_{x}\right\|_{0}^{2}$.

## 4. The difference scheme

On the segment $[0, \ell]$ we introduce a grid $\bar{\omega}_{h}$ with step $h=\frac{\ell}{N}$ :

$$
\begin{aligned}
\bar{\omega}_{h} & =\left\{x_{i}=i \hbar: i=0,1, \ldots, N\right\}, \\
\hbar & = \begin{cases}h, & i=1,2, \ldots, N-1 \\
\frac{h}{2}, & i=0, N .\end{cases}
\end{aligned}
$$

On the segment $[0, T]$ we also introduce a uniform grid $\bar{\omega}_{\tau}$ with step $\tau=\frac{T}{j_{0}}$ :

$$
\bar{\omega}_{\tau}=\left\{t_{j}=j \tau: j=0,1, \ldots, j_{0}\right\} .
$$

Then $\bar{\omega}_{h \tau}=\bar{\omega}_{h} \times \bar{\omega}_{\tau}=\left\{\left(x_{i}, t_{j}\right), x \in \bar{\omega}_{h}, t \in \bar{\omega}_{\tau}\right\}-\operatorname{grid}$ in rectangle $\bar{Q}_{T}$.

Equation (5) is approximated by a two-layer purely implicit scheme on the interval $\left[t_{j-1}, t_{j}\right]$, then we obtain the difference equation

$$
\begin{gather*}
y_{\bar{t}}=\Lambda y+\left(a y_{\bar{x}}\right)_{x \bar{t}}+\varphi,  \tag{14}\\
\Lambda y=\left(a y_{\bar{x}}\right)_{x},
\end{gather*}
$$

where the coefficients $a_{i}$ are grid functions that are selected from the conditions of the second order of approximation on a uniform grid. We will use the following approximation of the coefficient $k(x, t)$ [29]:

$$
a_{i}=k_{i-\frac{1}{2}}=k\left(x_{i}-\frac{h}{2}, t\right), i=1,2, \ldots, N
$$

The difference analog for boundary conditions (6) has the form:

$$
\left\{\begin{array}{l}
a_{1} y_{x, 0}+\left(a_{1} y_{x, 0}\right)_{\bar{t}}=\beta_{1} y_{0}+\frac{1}{0.5 h} \sum_{i=1}^{N} y_{i} \hbar-\mu_{1}, x=0  \tag{15}\\
-a_{N} y_{\bar{x}, N}-\left(a_{N} y_{\bar{x}, N}\right)_{\bar{t}}=\beta_{2} y_{N}-\mu_{2}, x=\ell
\end{array}\right.
$$

Conditions (15) are of the order of approximation $O(h)$. Increasing in a known way the order of approximation to $O\left(h^{2}\right)$ on solutions of equation (5), we have:

$$
\begin{aligned}
a_{1} y_{x, 0} & =k y_{0}^{\prime}+\frac{h}{2}\left(k y_{0}^{\prime}\right)^{\prime}+O\left(h^{2}\right) \\
\left(a_{1} y_{x, 0}\right)_{\bar{t}}=\frac{a_{1} y_{x, 0}-\check{a}_{1} \check{y}_{x, 0}}{\tau} & =\frac{1}{\tau}\left(k y_{0}^{\prime}+\frac{h}{2}\left(k y_{0}^{\prime}\right)^{\prime}+O\left(h^{2}\right)-\check{k} \check{y}_{0}^{\prime}+\frac{h}{2}\left(\check{k} \check{y}_{0}^{\prime}\right)^{\prime}\right)
\end{aligned}
$$

where

$$
\begin{gathered}
y=y_{i}^{j}=y\left(x_{i}, t_{j}\right), \check{y}=y_{i}^{j-1}, y_{\bar{t}}=\frac{y^{j}-y^{j-1}}{\tau}, y_{t}=\frac{y^{j+1}-y^{j}}{\tau} \\
y_{\bar{x}}=\frac{y_{i}-y_{i-1}}{h}, y_{x}=\frac{y_{i+1}-y_{i}}{h}
\end{gathered}
$$

Hence

$$
\begin{aligned}
k y_{0}^{\prime} & =a_{1} y_{x, 0}-0.5 h\left(k y_{0}^{\prime}\right)^{\prime}+O\left(h^{2}\right) \\
\left(k y_{0}^{\prime}\right)_{\bar{t}} & =\left(a_{1} y_{x, 0}\right)_{\bar{t}}-0.5 h\left(k y_{0}^{\prime}\right)_{\bar{t}}^{\prime}+O\left(h^{2}\right)
\end{aligned}
$$

Thus,

$$
k y_{0}^{\prime}+\left(k y_{0}^{\prime}\right)_{\bar{t}}=a_{1} y_{x, 0}+\left(a_{1} y_{x, 0}\right)_{\bar{t}}-0.5 h\left(y_{\bar{t}, 0}-f_{0}\right)+O\left(h^{2}\right)
$$

So,

$$
\begin{equation*}
a_{1} y_{x, 0}+\left(a_{1} y_{x, 0}\right)_{\bar{t}}-0.5 h\left(y_{\bar{t}, 0}-f_{0}\right)=\beta_{1} y_{0}+\frac{1}{0.5 h} \sum_{i=1}^{N} y_{i} \hbar-\mu_{1}+O\left(h^{2}\right) \tag{16}
\end{equation*}
$$

We discard the value of the order of smallness $O\left(h^{2}\right)$, then in (15) the boundary condition at $x=0$ takes the form:

$$
y_{\bar{t}, 0}=\frac{a_{1} y_{x, 0}+\left(a_{1} y_{x, 0}\right)_{\bar{t}}-\beta_{1} y_{0}}{0.5 h}-\frac{1}{0.5 h} \sum_{i=1}^{N} y_{i} \hbar+\bar{\mu}_{1}, x=0
$$

where

$$
\bar{\mu}_{1}=\frac{\mu_{1}}{0.5 h}+f_{0}
$$

Similarly, for $x=\ell$ we obtain

$$
y_{\bar{t}, N}=-\frac{a_{N} y_{\bar{x}, N}+\left(a_{N} y_{\bar{x}, N}\right)_{\bar{t}}+\beta_{2} y_{N}}{0.5 h}+\bar{\mu}_{2}
$$

where

$$
\bar{\mu}_{2}=\frac{\mu_{2}}{0.5 h}+f_{N}
$$

Thus, to the differential problem (5) - (7) on grid $\bar{\omega}_{h \tau}$ we associate a purely implicit difference scheme:

$$
\begin{gather*}
y_{\bar{t}}=\bar{\Lambda} y+\Phi  \tag{17}\\
y(x, 0)=u_{0}(x) \tag{18}
\end{gather*}
$$

where

$$
\begin{gathered}
\bar{\Lambda} y= \begin{cases}\frac{a_{1} y_{x, 0}+\left(a_{1} y_{x, 0}\right)_{\bar{t}}-\beta_{1} y_{0}}{0.5 h}-\frac{1}{0.5 h} \sum_{i=1}^{N} y_{i} \hbar, & \text { for } x=0 \\
\left(a y_{\bar{x}}\right)_{x}+\left(a y_{\bar{x}}\right)_{x \bar{t}}, & \text { for } x \in \omega_{h} \\
-\frac{a_{N} y_{\bar{x}, N}+\left(a_{N} y_{\bar{x}, N}\right)_{\bar{t}}+\beta_{2} y_{N}}{0.5 h}, & \text { for } x=\ell\end{cases} \\
\Phi= \begin{cases}\bar{\mu}_{1}, & \text { for } x=0, \\
\varphi, & \text { for } x \in \omega_{h}, \\
\bar{\mu}_{2}, & \text { for } x=\ell\end{cases}
\end{gathered}
$$

Under the assumption that problem (5) - (7) has a solution having the necessary derivatives, and also the coefficients of Eq. (5) and boundary conditions (6), (7) satisfy the necessary smoothness conditions, the difference scheme (17) - (18) has an approximation order $O\left(\hbar^{2}+\tau\right)$, according to [29].

## 5. Stability and convergence of the difference scheme

Since the maximum principle has not been established for nonlocal boundary value problems, we will obtain an a priori estimate for the difference problem (17) - (18) using the method of energy inequalities.

We introduce the scalar product and the norm

$$
\begin{gathered}
\left.[u, v]=\sum_{i=0}^{N} u_{i} v_{i} \hbar, \quad(u, v]=\sum_{i=1}^{N} u_{i} v_{i} \hbar, \| u\right]\left.\right|_{0} ^{2}=\sum_{i=1}^{N} u_{i}^{2} \hbar=\left(1, u^{2}\right] \\
\hbar= \begin{cases}h, & i=1,2, \ldots, N-1 \\
\frac{h}{2}, & i=0, N\end{cases}
\end{gathered}
$$

Let us multiply equation (17) scalarly by $y$ :

$$
\begin{equation*}
\left[y_{\bar{t}}, y\right]-[\bar{\Lambda} y, y]=[\Phi, y] \tag{19}
\end{equation*}
$$

We will transform each term of the identity (19):

$$
\begin{gathered}
{\left[y_{\bar{t}}, y\right]=\sum_{i=0}^{N} y_{\bar{t}, i} y_{i} \hbar=\sum_{i=0}^{N} \frac{y_{i}-\check{y}_{i}}{\tau} y_{i} \hbar=\frac{1}{\tau} \sum_{i=0}^{N}\left(y_{i}^{2}-y_{i} \check{y}_{i}\right) \hbar=\frac{1}{\tau}|[y]|_{0}^{2}-} \\
-\frac{1}{\tau} \sum_{i=0}^{N} \check{y}_{i}^{2} \hbar+\frac{1}{\tau} \sum_{i=0}^{N}\left(\check{y}_{i}^{2}-\check{y}_{i} y_{i}\right) \hbar=\left(|[y]|_{0}^{2}\right)_{\bar{t}}+\frac{1}{\tau} \sum_{i=0}^{N}\left[\frac{y_{i}^{2}-2 y_{i} \check{y}_{i}+\check{y}_{i}^{2}}{\tau^{2}} \tau^{2} \hbar+\left(y_{i} \check{y}_{i}-y_{i}^{2}\right) \hbar\right]= \\
=\left(|[y]|_{0}^{2}\right)_{\bar{t}}+\tau \mid\left[\left.y_{\bar{t}}\right|_{0} ^{2}-\left[y_{\bar{t}}, y\right]\right.
\end{gathered}
$$

Hence we get

$$
\begin{equation*}
\left[y_{\bar{t}}, y\right]=\frac{1}{2}\left(|[y]|_{0}^{2}\right)_{\bar{t}}+\frac{\tau}{2}\left|\left[y_{\bar{t}}\right]\right|_{0}^{2} \tag{20}
\end{equation*}
$$

$$
\begin{align*}
& \left.[\bar{\Lambda} y, y]=\sum_{i=0}^{N} \bar{\Lambda} y_{i} \cdot y_{i} \hbar=\sum_{i=1}^{N-1}\left[\left(a y_{\bar{x}}\right)_{x, i}+a y_{\bar{x}}\right)_{x \bar{t}, i}\right] y_{i} h+ \\
& +\frac{a_{1} y_{x, 0}+\left(a_{1} y_{x, 0}\right)_{\bar{t}}-\beta_{1} y_{0}}{0.5 h} \cdot y_{0} \cdot 0.5 h+\frac{1}{0.5 h} \sum_{i=0}^{N} y_{i} \hbar \cdot y_{0} \cdot 0.5 h+ \\
& +\frac{-a_{N} y_{\bar{x}, N}-\left(a_{N} y_{\bar{x}, N}\right)_{\bar{t}}-\beta_{2} y_{N}}{0.5 h} \cdot y_{N} \cdot 0.5 h= \\
& =\sum_{i=1}^{N-1}\left(\frac{a_{i+1} y_{\bar{x}, i+1}-a_{i} y_{\bar{x}, i}}{h} \cdot y_{i} h+\frac{\left(a y_{\bar{x}}\right)_{\bar{t}, i+1}-\left(a y_{\bar{x}}\right)_{\bar{t}, i}}{h} \cdot y_{i} h\right)+ \\
& +a_{1} y_{\bar{x}, 1} y_{0}+\left(a_{1} y_{\bar{x}, 1}\right)_{\bar{t}} y_{0}-\beta_{1} y_{0}^{2}+\sum_{i=0}^{N} y_{i} \hbar \cdot y_{0}-a_{N} y_{\bar{x}, N} y_{N}-\left(a y_{\bar{x}}\right)_{\bar{t}, N} y_{N}- \\
& -\beta_{2} y_{N}^{2}=\sum_{i=2}^{N} a_{i} y_{\bar{x}, i} y_{i-1}-\sum_{i=1}^{N-1} a_{i} y_{\bar{x}, i} y_{i}+\sum_{i=2}^{N}\left(a y_{\bar{x}}\right)_{\bar{t}, i} y_{i-1}-\sum_{i=1}^{N-1}\left(a y_{\bar{x}}\right)_{\bar{t}, i} y_{i}+ \\
& +a_{1} y_{\bar{x}, 1} y_{0}-a_{N} y_{\bar{x}, N} y_{N}+\left(a y_{\bar{x}}\right)_{\bar{t}, 1} y_{0}-\left(a y_{\bar{x}}\right)_{\bar{t}, N} y_{N}- \\
& -\beta_{1} y_{0}^{2}-\beta_{2} y_{N}^{2}+\sum_{i=0}^{N} y_{i} \hbar \cdot y_{0}=\sum_{i=1}^{N} a_{i} y_{\bar{x}, i} y_{i-1}-\sum_{i=1}^{N} a_{i} y_{\bar{x}, i} y_{i}+\sum_{i=1}^{N}\left(a y_{\bar{x}}\right)_{\bar{t}, i} y_{i-1}- \\
& -\sum_{i=1}^{N}\left(a y_{\bar{x}}\right)_{\bar{t}, i} y_{i}-\beta_{1} y_{0}^{2}-\beta_{2} y_{N}^{2}+\sum_{i=0}^{N} y_{i} \hbar \cdot y_{0}= \\
& =-\sum_{i=1}^{N} a_{i}\left(y_{\bar{x}, i}\right)^{2} h-\sum_{i=1}^{N}\left(a y_{\bar{x}}\right)_{t, i} y_{\bar{x}, i} h-\beta_{1} y_{0}^{2}-\beta_{2} y_{N}^{2}+\sum_{i=1}^{N} y_{i} \hbar \cdot y_{0}= \\
& =-\left(a,\left(y_{\bar{x}}\right)^{2}\right]-\left(\left(a y_{\bar{x}}\right)_{\bar{t}}, y_{\bar{x}}\right]-\beta_{1} y_{0}^{2}-\beta_{2} y_{N}^{2}+\sum_{i=0}^{N} y_{i} \hbar \cdot y_{0} . \\
& {[\Phi, y]=\sum_{i=0}^{N} \Phi_{i} y_{i} \hbar=\sum_{i=1}^{N-1} \varphi_{i} y_{i} h+\bar{\mu}_{1} y_{0} \cdot 0.5 h+\bar{\mu}_{2} y_{N} \cdot 0.5 h=} \\
& =\sum_{i=1}^{N-1} \varphi_{i} y_{i} h+\left(\frac{\mu_{1}}{0.5 h}+f_{0}\right) y_{0} \cdot 0.5 h+\left(\frac{\mu_{2}}{0.5 h}+f_{N}\right) y_{N} \cdot 0.5 h= \\
& =\sum_{i=1}^{N-1} \varphi_{i} y_{i} h+\mu_{1} y_{0}+0.5 h y_{0} \varphi_{0}+\mu_{2} y_{N}+0.5 h y_{N} \varphi_{N}= \\
& =\sum_{i=0}^{N} \varphi_{i} y_{i} \hbar+\mu_{1} y_{0}+\mu_{2} y_{N}=[\varphi, y]+\mu_{1} y_{0}+\mu_{2} y_{N} \tag{22}
\end{align*}
$$

Substituting (20), (21) and (22) into identity (19), we obtain

$$
\begin{gather*}
\left(|[y]|_{0}^{2}\right)_{\bar{t}}+\tau\left|\left[y_{\bar{t}}\right]\right|_{0}^{2}+2\left(a,\left(y_{\bar{x}}\right)^{2}\right]+2\left(\left(a y_{\bar{x}}\right)_{\bar{t}}, y_{\bar{x}}\right]+2 \beta_{1} y_{0}^{2}+2 \beta_{2} y_{N}^{2}- \\
-2 \sum_{i=0}^{N} y_{i} \hbar \cdot y_{0}=2[\varphi, y]+2 \mu_{1} y_{0}+2 \mu_{2} y_{N} \tag{23}
\end{gather*}
$$

Transform separately the amount

$$
\begin{align*}
& \left(a,\left(y_{\bar{x}}\right)^{2}\right]+\left(\left(a y_{\bar{x}}\right)_{\bar{t}}, y_{\bar{x}}\right]=\sum_{i=1}^{N} a\left(y_{\bar{x}}\right)^{2} h+\sum_{i=1}^{N}\left(a y_{\bar{x}}\right)_{\bar{t}} y_{\bar{x}} h= \\
& =\sum_{i=1}^{N} a\left(y_{\bar{x}}\right)^{2} h+\sum_{i=1}^{N}\left(a_{\bar{t}} y_{\bar{x}}^{2}+a y_{\bar{x} \bar{t}} y_{\bar{x}}\right) h= \\
& =\sum_{i=1}^{N} a\left(y_{\bar{x}}\right)^{2} h+\sum_{i=1}^{N} a_{\bar{t}}\left(y_{\bar{x}}\right)^{2} h+\sum_{i=1}^{N} a y_{\bar{x} \bar{t}} y_{\bar{x}} h . \tag{24}
\end{align*}
$$

Let us estimate the last term in (24):

$$
\begin{gathered}
\sum_{i=1}^{N} a y_{\bar{x} \bar{t}} y_{\bar{x}} h \geq c_{1} \sum_{i=1}^{N} y_{\bar{x} \bar{t}} y_{\bar{x}} h=c_{1} \sum_{i=1}^{N} \frac{y_{\bar{x}}-\check{y}_{\bar{x}}}{\tau} y_{\bar{x}} h= \\
=\frac{c_{1}}{2} \sum_{i=1}^{N}\left(\frac{y_{\bar{x}}^{2}-2 y_{\bar{x}} \check{y}_{\bar{x}}+\check{y}_{\bar{x}}^{2}}{\tau^{2}} \tau+\frac{y_{\bar{x}}^{2}-\check{y}_{\bar{x}}^{2}}{\tau}\right) h=\frac{c_{1}}{2} \tau \sum_{i=1}^{N}\left(\frac{y_{\bar{x}}-\check{y}_{\bar{x}}}{\tau}\right)^{2} h+ \\
+\frac{c_{1}}{2} \sum_{i=1}^{N} \frac{y_{\bar{x}}^{2}-\check{y}_{\bar{x}}^{2}}{\tau} h=\frac{c_{1}}{2} \tau \sum_{i=1}^{N}\left(y_{\bar{x} \bar{t}}\right)^{2} h+\frac{c_{1}}{2} \cdot \frac{\left\|\left.y_{\bar{x}}\right|_{0} ^{2}-\right\| \check{y}_{\bar{x}} \|_{0}^{2}}{\tau}= \\
=\frac{c_{1}}{2} \tau\left\|y_{\bar{x} \bar{t}}\right\|_{0}^{2}+\frac{c_{1}}{2}\left(\left\|y_{\bar{x}}\right\|_{0}^{2}\right)_{\bar{t}} .
\end{gathered}
$$

In this way,

$$
\begin{gather*}
\left(a,\left(y_{\bar{x}}\right)^{2}\right]+\left(\left(a y_{\bar{x}}\right)_{\bar{t}}, y_{\bar{x}}\right] \geq \sum_{i=1}^{N} a\left(y_{\bar{x}}\right)^{2} h+\sum_{i=1}^{N} a_{\bar{t}}\left(y_{\bar{x}}\right)^{2} h+ \\
\left.\left.+\frac{c_{1}}{2} \tau \| y_{\bar{x} \bar{t}}\right]\left.\right|_{0} ^{2}+\left.\frac{c_{1}}{2}\left(\| y_{\bar{x}}\right]\right|_{0} ^{2}\right)_{\bar{t}} . \tag{25}
\end{gather*}
$$

Substituting (25) into equality (23), we obtain:

$$
\begin{gather*}
\left.\left.\left(|[y]|_{0}^{2}\right)_{\bar{t}}+\tau\left|\left[y_{\bar{t}}\right]\right|_{0}^{2}+c_{1} \tau \| y_{\bar{x} \bar{t}}\right]\left.\right|_{0} ^{2}+\left.c_{1}\left(\| y_{\bar{x}}\right]\right|_{0} ^{2}\right)_{\bar{t}} \leq \\
\leq-2 \sum_{i=1}^{N} a_{\bar{t}}\left(y_{\bar{x}}\right)^{2} h-2 \sum_{i=1}^{N} a\left(y_{\bar{x}}\right)^{2} h-2 \beta_{1} y_{0}^{2}-2 \beta_{2} y_{N}^{2}+2 \sum_{i=0}^{N} y_{i} \hbar \cdot y_{0}+ \\
\left.+2[\varphi, y]+2 \mu_{1} y_{0}+2 \mu_{2} y_{N} \leq 2\left(c_{2}+c_{3}\right) \| y_{\bar{x}}\right]\left.\right|_{0} ^{2}+2 \sum_{i=0}^{N} y_{i} \hbar \cdot y_{0}- \\
-2 \beta_{1} y_{0}^{2}-2 \beta_{2} y_{N}^{2}+2[\varphi, y]+2 \mu_{1} y_{0}+2 \mu_{2} y_{N} \tag{26}
\end{gather*}
$$

$$
\begin{gathered}
\left.2[\varphi, y] \leq \| \varphi]\left.\right|_{0} ^{2}+\| y\right]\left.\right|_{0} ^{2} \\
\left.\left.-2 \beta_{1} y_{0}^{2}-2 \beta_{2} y_{N}^{2} \leq\left. 4 c_{3}\left(\varepsilon \| y_{\bar{x}}\right]\right|_{0} ^{2}+c_{\varepsilon} \| y\right]\left.\right|_{0} ^{2}\right) \\
\left.2 \mu_{1} y_{0}+2 \mu_{2} y_{N} \leq \mu_{1}^{2}+y_{0}^{2}+\mu_{2}^{2}+y_{N}^{2} \leq 2\left(\varepsilon \| y_{\bar{x}}\right]_{0}^{2}+c_{\varepsilon} \|\left. y\right|_{0} ^{2}\right)+\mu_{1}^{2}+\mu_{2}^{2}
\end{gathered}
$$

the inequality (26) takes the form

$$
\left.\left.\left.\left.\left.\left(|[y]|_{0}^{2}\right)_{\bar{t}}+\tau|[y \bar{t}]|_{0}^{2}+c_{1} \tau \| y_{\bar{x} \bar{t}}\right]\left.\right|_{0} ^{2}+\left.c_{1}\left(\| y_{\bar{x}}\right]\right|_{0} ^{2}\right)_{\bar{t}} \leq 2\left(c_{2}+c_{3}\right) \| y_{\bar{x}}\right]\left.\right|_{0} ^{2}+\| \varphi\right]\left.\right|_{0} ^{2}+\| y\right]\left.\right|_{0} ^{2}+
$$

$$
\begin{equation*}
\left.\left.+\left(4 c_{3} \varepsilon+2 \varepsilon\right) \| y_{\bar{x}}\right]\left.\right|_{0} ^{2}+\left(4 c_{3} c_{\varepsilon}+2 c_{\varepsilon}\right) \| y\right]\left.\right|_{0} ^{2}+\mu_{1}^{2}+\mu_{2}^{2}+2 \sum_{i=0}^{N} y_{i} \hbar \cdot y_{0} \tag{27}
\end{equation*}
$$

Let's estimate the sum

$$
\begin{gathered}
\left.\left.2 \sum_{i=0}^{N} y_{i} \hbar \cdot y_{0} \leq \sum_{i=0}^{N}\left(y_{i}^{2}+y_{0}^{2}\right) \hbar \leq\left. 2 \sum_{i=0}^{N}\left(\varepsilon \| y_{\bar{x}}\right]\right|_{0} ^{2}+c_{\varepsilon} \| y\right]\left.\right|_{0} ^{2}\right) \hbar= \\
\left.=\left.2 h N\left(\varepsilon\left\|y_{\bar{x}}\right\|_{0}^{2}+c_{\varepsilon} \| y\right]\right|_{0} ^{2}\right)
\end{gathered}
$$

Substituting this result into inequality (27), we obtain:

$$
\begin{gathered}
\left.\left(|[y]|_{0}^{2}\right)_{\bar{t}}+\tau\left|\left[y_{\bar{t}}\right]\right|_{0}^{2}+c_{1} \tau \|\left. y_{\bar{x} \bar{t}}\right|_{0} ^{2}+\left.c_{1}\left(\| y_{\bar{x}}\right]\right|_{0} ^{2}\right)_{\bar{t}} \leq c_{4}\left|\left[y_{\bar{x}}\right]\right|_{0}^{2}+c_{5}|[y]|_{0}^{2}+ \\
+|[\varphi]|_{0}^{2}+\mu_{1}^{2}+\mu_{2}^{2}
\end{gathered}
$$

where

$$
\begin{gathered}
c_{4}=2 c_{2}+2 c_{3}+4 c_{3} \varepsilon+2 \varepsilon+2 N h \varepsilon \\
c_{5}=1+4 c_{3} c_{\varepsilon}+2 c_{\varepsilon}+2 N h \varepsilon
\end{gathered}
$$

Hence

$$
\begin{gathered}
\left.\left.\left.\left.\| y^{j}\right]\left.\right|_{0} ^{2}-\| y^{j-1}\right]\left.\right|_{0} ^{2}+c_{1} \| y_{\bar{x}}^{j}\right]\left.\right|_{0} ^{2}-c_{1} \| y_{\bar{x}}^{j-1}\right]\left.\right|_{0} ^{2} \leq \\
\left.\left.\left.\leq\left. M_{1}\left(\| y^{j}\right]\right|_{0} ^{2}+\| y_{\bar{x}}^{j}\right]\left.\right|_{0} ^{2}\right) \tau+\left.\left(\| \varphi^{j}\right]\right|_{0} ^{2}+\mu_{1}^{2}\left(t_{j}\right)+\mu_{2}^{2}\left(t_{j}\right)\right) \tau
\end{gathered}
$$

Summing up the last inequality over all $j^{\prime}$ from 1 to $j+1$, we obtain:

$$
\begin{gathered}
\left.\left.\left.\left.\| y^{j+1}\right]\left.\right|_{0} ^{2}+\| y y_{\bar{x}}^{j+1}\right]\left.\right|_{0} ^{2} \leq\left. M_{2} \sum_{j^{\prime}=1}^{j+1}\left(\| y^{j^{\prime}}\right]\right|_{0} ^{2}+\| y y_{\bar{x}}^{j^{\prime}}\right]\left.\right|_{0} ^{2}\right) \tau+ \\
\left.\left.\left.+\left.M_{3}\left(\| u_{0}\right]\right|_{0} ^{2}+\| u_{0 x}\right]\left.\right|_{0} ^{2}+\left.\sum_{j^{\prime}=1}^{j+1}\left(\| \varphi^{j^{\prime}}\right]\right|_{0} ^{2}+\mu_{1}^{2}\left(t_{j}\right)+\mu_{2}^{2}\left(t_{j}\right)\right) \tau\right)
\end{gathered}
$$

The following inequality holds:

$$
\begin{gathered}
\left.\left.\left.\left.\| y^{j+1}\right]\left.\right|_{0} ^{2}+\| y_{\bar{x}}^{j+1}\right]\left.\right|_{0} ^{2} \leq\left.\nu_{1} \sum_{j^{\prime}=1}^{j}\left(\| y^{j^{\prime}}\right]\right|_{0} ^{2}+\| y_{\bar{x}}^{j^{\prime}}\right]\left.\right|_{0} ^{2}\right) \tau+ \\
\left.\left.\left.\left.\nu_{2}\left(\| u_{0}\right]\right|_{0} ^{2}+\| u_{0 x}\right]\left.\right|_{0} ^{2}+\left.\sum_{j^{\prime}=1}^{j+1}\left(\| \varphi^{j^{\prime}}\right]\right|_{0} ^{2}+\mu_{1}^{2}\left(t_{j}\right)+\mu_{2}^{2}\left(t_{j}\right)\right) \tau\right)
\end{gathered}
$$

where $\nu_{1}, \nu_{2}$ - known positive constants.
Based on Lemma 4 (см. [30], c.171) we obtain the following estimate:

$$
\begin{gather*}
\left.\left.\| y^{j+1}\right]\left.\right|_{0} ^{2}+\| y y_{\bar{x}}^{j+1}\right]\left.\right|_{0} ^{2} \leq \\
\left.\left.\left.\leq\left. M(t)\left(\| u_{0}\right]\right|_{0} ^{2}+\| u_{0 x}\right]\left.\right|_{0} ^{2}+\left.\sum_{j^{\prime}=1}^{j+1}\left(\| \varphi^{j^{\prime}}\right]\right|_{0} ^{2}+\mu_{1}^{2}\left(t_{j}\right)+\mu_{2}^{2}\left(t_{j}\right)\right) \tau\right) \tag{28}
\end{gather*}
$$

Theorem 2. Let conditions (8) be satisfied. Then there are such $h_{0}, \tau_{0}$, which for $h \leq h_{0}, \tau \leq \tau_{0}$ for the solution of the difference problem (17) - (18) a priori estimate (28) is valid, which implies the uniqueness and stability of the solution to the difference problem (17) - (18) with respect to the initial data and the right-hand side.

Let $u(x, t)$ be a solution of the problem (5) - (7), $y=y_{i}^{j}=y\left(x_{i}^{j}\right)-$ be a solution of the difference problem (17) - (18). Let us denote the error by $z_{i}^{j}=y_{i}^{j}-u_{i}^{j}$. Substituting $y=z+u$ into (17) - (18), we obtain the problem for the error $z$ :

$$
\begin{gather*}
z_{\bar{t}}=\bar{\Lambda} z+\Psi  \tag{29}\\
z(x, 0)=0 \tag{30}
\end{gather*}
$$

where

$$
\begin{gathered}
\bar{\Lambda} z= \begin{cases}\frac{a_{1} z_{x, 0}+\left(a_{1} z_{x, 0}\right)_{\bar{t}}-\beta_{1} z_{0}}{0.5 h}-\frac{1}{0.5 h} \sum_{i=1}^{N} z_{i} \hbar, & \text { for } x=0 \\
\left(a z_{\bar{x}}\right)_{x}+\left(a z_{\bar{x}}\right)_{x \bar{t}}, & \text { for } x \in \omega_{h} \\
-\frac{a_{N} z_{\bar{x}, N}+\left(a_{N} z_{\bar{x}, N}\right)_{\bar{t}}+\beta_{2} z_{N}}{0.5 h}, & \text { for } x=\ell\end{cases} \\
\Phi= \begin{cases}\bar{\psi}_{-}, & \text {for } x=0, \\
\psi, & \text { for } x \in \omega_{h}, \\
\bar{\psi}_{+}, & \text {for } x=\ell,\end{cases}
\end{gathered}
$$

$\psi=O\left(h^{2}+\tau\right), \psi_{-}=O\left(h^{2}+\tau\right), \psi_{+}=O\left(h^{2}+\tau\right)$ are the errors of approximation of the differential problem (5) - (7) by the difference scheme (17) - (18) in the class of solutions of the problem (5) - (7).

Applying a priori estimate (28) to the solution of problem (29) - (30), we obtain:

$$
\begin{equation*}
\left.\left.\left.\| z^{j+1}\right]\left.\right|_{0} ^{2}+\| z_{\bar{x}}^{j+1}\right]\left.\right|_{0} ^{2} \leq\left. M \sum_{j^{\prime}=1}^{j+1}\left(\| \psi^{j^{\prime}}\right]\right|_{0} ^{2}+\psi_{-}^{2}\left(t_{j}\right)+\psi_{+}^{2}\left(t_{j}\right)\right) \tau \tag{31}
\end{equation*}
$$

where $M$ - is a positive constant independent of $h h$ and $\tau$.
A priori estimate (31) implies the convergence of the solution of difference problem (17) - (18) to the solution of differential problem (5) - (7) in the norm $\left.\left.\left.\| z^{j+1}\right]\left.\right|_{1} ^{2}=\| z^{j+1}\right]\left.\right|_{0} ^{2}+\| z_{\bar{x}}^{j+1}\right]\left.\right|_{0} ^{2}$ with the rate $O\left(\hbar^{2}+\tau\right)$.

Note that similar results can be obtained in the case of the following nonlocal boundary value problem:

$$
\begin{gathered}
\frac{\partial u}{\partial t}=\frac{\partial}{\partial x}\left[k(x, t) \frac{\partial u}{\partial x}\right]+\frac{\partial}{\partial t} \frac{\partial}{\partial x}\left[k(x, t) \frac{\partial u}{\partial x}\right]+\int_{0}^{\ell} u d x+f(x, t) \\
\left\{\begin{array}{c}
k \frac{\partial u}{\partial x}+\frac{\partial}{\partial t}\left(k \frac{\partial u}{\partial x}\right)=\beta_{1}(t) u-\mu_{1}(t), \text { for } x=0 \\
-\left[k \frac{\partial u}{\partial x}+\frac{\partial}{\partial t}\left(k \frac{\partial u}{\partial x}\right)\right]=\beta_{2}(t) u-\mu_{2}(t), \text { for } x=\ell \\
u(x, 0)=u_{0}(x)
\end{array}\right.
\end{gathered}
$$
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