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EXPONENTIAL TIGHTNESS FOR INTEGRAL�TYPE

FUNCTIONALS OF CENTERED INDEPENDENT DIFFERENTLY

DISTRIBUTED RANDOM VARIABLES

A.V. LOGACHOV, A.A. MOGULSKII

Abstract. Exponential tightness is proved for a sequence of integral �
type random �elds constructed by centered independent di�erently dist-
ributed random variables. This result is proven using su�cient conditions
for the exponential tightness of a sequence of continuous random �elds
of arbitrary form, which are also obtained in this paper.

Keywords: random �eld, Cramer's moment condition, large deviations
principle, moderate deviations principle, exponential tightness.

1. Introduction, main results

An important problem related to the proof of the large deviations principle
(LDP) for sequences of random elements is the proof of the exponential tightness of
this sequence. Moreover, if the random elements belong to some complete separable
metric space, then the exponential tightness is a necessary condition for ful�llment
of the LDP (see e.g. [1], [2, Remark(a), p. 8]). In the present paper we will be
interested in su�cient conditions for exponential tightness of sequences of continuous
random �elds, in particular, for integral functionals of centered independent di�e-
rently distributed random variables.

In what follows we will assume that all random elements are de�ned on some
probability space (Ω,F,P). Let's recall the de�nition of exponential tightness.
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274 A.V. LOGACHOV, A.A. MOGULSKII

De�nition 1. The sequence of random elements Fn ∈ X, n ∈ N is exponentially
tight (ET) in a metric space X with a normalizing function (NF) ψ(n): lim

n→∞
ψ(n) =

∞, if for any C > 0 there exists a compact KC ⊆ X such that

lim sup
n→∞

1

ψ(n)
lnP(Fn 6∈ KC) ≤ −C.

For a �xed d ∈ N we denote by

Rd+ := {~u = (u1, . . . , ud) ∈ Rd : u1 ≥ 0, . . . , ud ≥ 0}, Zd+ := Zd ∩ Rd+
positive quadrant of the space Rd and the lattice Zd, respectively. It is convenient
for us to use the norm

|~u| := max
1≤i≤d

|ui|

in Rd. We will write ~u ≤ ~v or ~u < ~v if the corresponding inequality is satis�ed for
each coordinate.

Let's consider an array of independent random variables

(1.1) X~i,n, n ∈ N, ~i = (i1, . . . , id) ∈ Zd+.

Throughout the paper we will assume that for a �xed α ∈ (0, 1] the following
uniform Cramer moment condition is satis�ed

[C0(α)]. For some λ > 0, M <∞ the inequality

E exp{λ|X~i,n|
α} ≤M, n ∈ N, ~i ∈ Zd+

is true.
In this case we �x the sequence x = x(n) such that

(1.2) lim
n→∞

x(n)

n
d
2

=∞, lim
n→∞

x2−α(n)

nd
= 0.

Denote by

∆(~u] := (u1 −∆, u1]× · · · × (ud −∆, ud],

for ~u = (u1, · · · , ud) ∈ Rd+, ∆ > 0. Let

∆n(~u] := ∆(~u]

∣∣∣∣
∆= 1

n

be "semi � open" cube in Rd with an edge 1
n and the "upper right vertex" (the

vertex farthest from the origin) at the point ~u ∈ Rd.
A random �eld is a random process that is indexed by a d � dimensional parameter

~u. It is easy to see that since ~u belongs to the unit cube [0, 1]d in space Rd, there

is an unique ~i(~u) ∈ Zd+ such that ~u ∈ ∆n

(
1
n
~i(~u)

]
. Let's de�ne a random �eld

(1.3) Pn(~u) :=
nd

x
X~i(~u),n, ~u ∈ [0, 1]d.

Thus, the �eld (1.3) is de�ned by the array (1.1) (Cramer's condition [C0(α)] is
satis�ed for its elements) and the sequence x = x(n) (see (1.2)). As a rule, we will
assume that the means are equal to zero:

(1.4) EX~i,n = 0, n ∈ N, ~i ∈ Zd+.
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It is convenient to interpret the �eld Pn = Pn(~u) as a density with respect to
the Lebesgue measure µ(d~u) of a random generalized measure

Mn =Mn(B) :=

∫
~u∈B
Pn(~u)µ(d~u), B ⊂ [0, 1]d

de�ned on a Borel σ−algebra of the subsets of the unit cube [0, 1]d. Let us assign
to the �eld Pn the "distribution function" corresponding to it

(1.5) Gn = Gn(~t) :=Mn(B~t),
~t ∈ [0, 1]d,

where

B~t := {~u ∈ Rd+ : ~u <~t}.

We denote by C[0, 1]d the space of continuous functions f = f(~t) which mapped
the cube [0, 1]d to the real line R. Let us de�ne the uniform norm

||f || := sup
~t∈[0,1]d

|f(~t)|

on the space C[0, 1]d.
It is convenient to consider functions Gn as elements of a normalized space

C0[0, 1]d := {f = f(~t) ∈ C[0, 1]d : f(~t) = 0 if ~t ∈ ∂Rd+},

equipped with the uniform metric, where ∂Rd+ is the quadrant Rd+ boundary.
We note that in the case d = 1 the sequence Gn is a continuous polygon

constructed by inhomogeneous random walk; in the case d = 2 the sequence Gn can
be interpreted as an integral functional of the graphon. Graphon is an important
characteristic of a random graph (there is a connection between the limit properties
of the graphon and the limit properties of the structure of the graph by which the
graphon is constructed, see [3], [4]).

Let us now formulate the main result of the paper.

Theorem 1.1. Let the conditions [C0(α)], (1.2), (1.4) are met, then the sequence
of random �elds Gn is exponentially tight in the metric space C[0, 1]d with the

normalizing function ψ(n) = x2

nd
.

Theorem 1.1 will be proved in section 3. It follows from theorem 1.1

Corollary 1.1. Let the conditions of theorem 1.1 are met except condition (1.4)
(the terms have zero mean), which will be replaced by the condition: En := EGn is
relatively compact in C[0, 1]d. Then the statement of theorem 1.1 holds.

P r o o f of corollary 1.1. It follows from the condition [C0(α)] that

E|X~i,n| = E|X~i,n|I(|X~i,n| ≤ z(α, λ)) + |X~i,n|I(|X~i,n| > z(α, λ))

≤ z(α, λ) + Eeλ|X~i,n|
α

≤ z(α, λ) +M,

where z(α, λ) := min{z > 0 : eλz
α ≥ z}.

Therefore, the condition [C0(α)] (with a suitable choice of λ̃ > 0, M̃ < ∞) will
be satis�ed also for

X̃~i,n := X~i,n −EX~i,n, n ∈ N, ~i = (i1, . . . , id) ∈ Zd+.
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Let us consider a sequence of integral functionals G̃n constructed by the family X̃~i,n.

Since the family X̃~i,n satis�es the condition [C0(α)], it follows from theorem 1.2

that the sequence G̃n is ET, i.e. for any C > 0 there exists a compact KC such that

(1.6) lim sup
n→∞

1

ψ(n)
lnP(G̃n 6∈ KC) ≤ −C.

We denote by K the closure of the set {En, n ∈ N}. Let's consider a compact

K̃C := {H = H1 +H2 : H1 ∈ K, H2 ∈ KC}.

By virtue of the fact that Gn = G̃n + En, we have

P(Gn 6∈ K̃C) ≤ 1−P(G̃n ∈ KC , En ∈ K)

= 1−P(G̃n ∈ KC) = P(G̃n 6∈ KC).

Therefore, it follows from (1.6)

lim sup
n→∞

1

ψ(n)
lnP(Gn 6∈ K̃C) ≤ lim sup

n→∞

1

ψ(n)
lnP(G̃n 6∈ KC) ≤ −C.

�

The rest of the paper consists of three sections 2 � 4. Section 2 contains the
conditions under which a sequence of arbitrary random �elds Fn ∈ C0[0, 1]d has
the ET property (see theorem 2.1, corollary 2.1). Theorem 1.1 is proved in section
3. Section 4 (appendix) contains the lemma 4.1, which plays an important role in
the proof of theorem 1.1.

2. Sufficient conditions for exponential tightness of a sequence of

continuous random fields

The following result contains su�cient conditions for the sequence of random
�elds to be ET in the space C[0, 1]d.

Theorem 2.1. Let for any n ∈ N a random �eld Fn = Fn(~t) belongs to the space
C0[0, 1]d with probability 1, lim

n→∞
ψ(n) =∞ and for any ε > 0 the equality

(2.1)

lim
δ↓0

lim sup
n→∞

1

ψ(n)
ln sup
~s,~t∈[0,1]d: ~s<~t, |~s−~t|=δ

P

(
sup
~s≤~r≤~t

|Fn(~r)−Fn(~s)| > ε

)
= −∞

is satis�ed. Then the sequence Fn is ET in the space C[0, 1]d with NF ψ(n).

P r o o f. Let's denote

gn(δ, ε) :=
1

ψ(n)
lnP

(
sup

~s,~t∈[0,1]d: ~s<~t, |~s−~t|≤δ

(
sup
~s≤~r≤~t

|Fn(~r)−Fn(~s)|

)
> ε

)
.

The following lemma plays an important role in the proof of theorem 2.1.

Lemma 2.1. It follows from the condition (2.1) that

(2.2) lim
δ↓0

lim sup
n→∞

gn(δ, ε) = −∞.
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P r o o f of lemma 2.1. For simplicity, we prove that (2.1) implies (2.2) for the
case d = 2.

We denote by l(δ) := [ 1
δ ]. Consider the vectors

~uk,j :=

(
k

l(δ)
,
j

l(δ)

)
, ~vk,j :=

(
k − 2

l(δ)
,
j − 2

l(δ)

)
, 2 ≤ k, j ≤ l(δ).

It is easy to see that if ~s,~t ∈ [0, 1]2, ~s < ~t and |~s −~t| ≤ δ then there are k, j such
that

~vk,j ≤ ~s <~t ≤ ~uk,j ,
and hence

sup
~s≤~r≤~t

|Fn(~r)−Fn(~s)| ≤ sup
~vk,j≤~r≤~uk,j

|Fn(~r)−Fn(~vk,j)|

(2.3) +|Fn(~s)−Fn(~vk,j)| ≤ 2 sup
~vk,j≤~r≤~uk,j

|Fn(~r)−Fn(~vk,j)| a.s.

Let's consider the events

Akj :=

{
ω : sup

~vk,j≤~r≤~uk,j
|Fn(~r)−Fn(~vk,j)| >

ε

2

}
.

Using the inequality (2.3), we obtain

P

(
sup

~s,~t∈[0,1]d: ~s<~t, |~s−~t|≤δ

(
sup
~s≤~r≤~t

|Fn(~r)−Fn(~s)|

)
> ε

)

≤ P

( ⋃
2≤k,j≤l(δ)

Akj

)
≤

∑
2≤k,j≤l(δ)

P(Akj) ≤ (l(δ)− 1)2 sup
2≤k,j≤l(δ)

P(Akj)

(2.4) ≤ (l(δ)− 1)2 sup
~s,~t∈[0,1]d: ~s<~t, |~s−~t|= 2

[ 1
δ
]

P

(
sup
~s≤~r≤~t

|Fn(~r)−Fn(~s)| > ε

2

)
.

Applying (2.1), (2.4), we get

lim
δ↓0

lim sup
n→∞

gn(δ, ε)

≤ lim
δ↓0

lim sup
n→∞

1

ψ(n)
ln

(l − 1)2 sup
~s,~t∈[0,1]d: ~s<~t, |~s−~t|= 2

[ 1
δ
]

P

(
sup
~s≤~r≤~t

|Fn(~r)−Fn(~s)| > ε

2

)
= lim

δ↓0
lim sup
n→∞

1

ψ(n)
ln sup
~s,~t∈[0,1]d: ~s<~t, |~s−~t|= 2

[ 1
δ
]

P

(
sup
~s≤~r≤~t

|Fn(~r)−Fn(~s)| > ε

2

)
= −∞,

where the last equality follows from (2.1). Thus, lemma 2.1 is proved for the case
d = 2. Obviously, the proof in the general case d ≥ 1 is similar.

�

Let us prove one more auxiliary lemma.
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Lemma 2.2. Let the sequence of functions fn(δ, ε), n ∈ N satis�es the conditions:
1) for any ε > 0

lim
δ↓0

lim sup
n→∞

fn(δ, ε) = −∞;

2) for any n ∈ N, ε > 0, δ ∈ (0, 1), h ∈ (0, δ)

fn(δ, ε) ≥ fn(h, ε).

Then for any C > 0, ε > 0 there exist N(C, ε) ∈ N and δ(ε, C) ∈ (0, 1) such that
for all n ≥ N(C, ε), h ∈ (0, δ(ε, C)) the inequality

fn(h, ε) ≤ −C
holds.

The sense of lemma 2.2 is as follows: by condition 2) at every point ε > 0 the
repeated limit lim

δ↓0
lim sup
n→∞

fn(δ, ε) coincides with the double limit.

P r o o f of lemma 2.2. Let us �x ε > 0. It follows from the condition 1) that
for any C > 0 there exists δ(ε, C) ∈ (0, 1) such that

lim sup
n→∞

fn(δ(ε, C), ε) ≤ −2C.

Therefore, there is N(ε, C) such that the inequality

(2.5) fn(δ(ε, C), ε) ≤ −C
is met for all n ≥ N(ε, C). It follows from the inequality (2.5) and condition 2) that
for all h ∈ (0, δ(ε, C)) the inequality

fn(h, ε) ≤ fn(δ(ε, C), ε) ≤ −C
is true.

�

Let us continue the proof of theorem 2.1. Now we show that for any C > 0, ε > 0
the inequality

(2.6) lim
δ↓0

sup
n∈N

gn(δ, ε) ≤ −C

is true. Indeed, it follows from (2.2) and lemma 2.2 (for fn(δ, ε) = gn(δ, ε)) that for
any C > 0, ε > 0 there exist N(C, ε) < ∞ and δ(ε, C) ∈ (0, 1) such that for all
n ≥ N(C, ε), h ∈ (0, δ(ε, C)) we have

(2.7) gn(h, ε) ≤ −C;

it follows from the continuity of the �eld Fn that it is uniformly continuous on
compact space [0, 1]d, so for any n ∈ N
(2.8) lim

h↓0
gn(h, ε) = −∞.

It follows from (2.7), (2.8) that one can choose such δ̃(ε, C) ∈ (0, 1) that the

inequality (2.7) holds for all h ∈ (0, δ̃(ε, C)) and n ∈ N, i.e. for all h ∈ (0, δ̃(ε, C))
the inequality

(2.9) sup
n∈N

gn(h, ε) ≤ −C.

is true. Inequality (2.9) is equivalent to inequality (2.6).
Let us show that it follows from the inequality (2.6) (i.e. from (2.9)) that the

sequence of the �elds Fn is ET. We consider the sequence εr ↓ 0 as r → ∞. It



EXPONENTIAL TIGHTNESS FOR INTEGRAL�TYPE FUNCTIONALS 279

follows from (2.9) that for any Q > 0 and εr ∈ (0, 1) there is hr ∈ (0, hr−1) such
that

(2.10) sup
n∈N

gn(hr, εr) ≤ −rQ.

It follows from (2.10) that for any n ∈ N, r ∈ N we have

P

(
sup

~s,~t∈[0,1]d: ~s<~t, |~s−~t|≤hr

(
sup
~s≤~r≤~t

|Fn(~r)−Fn(~s)|

)
> εr

)

(2.11) = eψ(n)gn(hr,εr) ≤ e−Qrψ(n).

For the sequence (εr, hr) de�ned above we denote by K(Q) the set of functions

H(·) ∈ C0[0, 1]d such that for any r ∈ N and any ~t,~s ∈ [0, 1]d: ~s < ~t, |~t −~s| ≤ hr
the inequality

sup
~s≤~r≤~t

|H(~r)−H(~s)| ≤ εr.

holds. By the Arzela �Ascoli theorem (for functions of several variables see, e.g. [5,
p. 236, theorem 21]) it follows that K(Q) is a compact subset of C0[0, 1]d.

Using the inequality (2.11), we obtain

lim sup
n→∞

1

ψ(n)
lnP

(
Fn 6∈ K(Q)

)
≤ lim sup

n→∞

1

ψ(n)
ln

( ∞∑
r=1

e−Qrψ(n)

)

= lim sup
n→∞

1

ψ(n)
ln

(
e−Qψ(n)

1− e−Qψ(n)

)
= −Q.

The ET of the sequence Fn is proved.

�

It is easy to see that the following result follows from theorem 2.1, and it is
a convenient tool to prove the ET for integral � type functionals of independent
random variables.

Corollary 2.1. Let for any n ∈ N a random �eld Fn = Fn(~t) belongs to the space
C0[0, 1]d with probability 1. Let for any δ ∈ (0, 1), ε ∈ (0, 1) there exist an integer
N(δ, ε), positives C1 = C1(δ, ε) and C2 = C2(ε) such that for all n ≥ N(δ, ε) the
inequality
(2.12)

sup
~s,~t∈[0,1]d: ~s<~t, |~s−~t|=δ

P

(
sup
~s≤~r≤~t

|Fn(~r)−Fn(~s)| > ε

)
≤ C1 exp

{
−ψ(n)

C2

δ

}
holds, where lim

n→∞
ψ(n) =∞. Then the sequence Fn is ET in the space C[0, 1]d with

NF ψ(n).

Remark 1. In section 3 we will use the condition (2.12) where the constant C1

does not depend on the parameters δ and ε; C2(ε) = ε2

C3
for some C3 > 0.

Remark 2. The su�cient conditions for the ET of the sequence Fn in the case
d = 1 (in a form close to the one considered in theorem 2.1) were obtained earlier
in [6], see also [7, theorem 4.1]. Let's note also the paper [8] (see bibliography
therein), where another metric is considered and the su�cient conditions for ET

are obtained in the case when the sequence Fn(t) = 1
n

n∑
i=1

ξi(t) is a normalized sum
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of an independent equally distributed continuous random �elds, and the NF has the
form ψ(n) = n. Since di�erent problems are solved in present paper and [8], the
results of these papers are di�cult to compare.

3. The proof of theorem 1.1

P r o o f of theorem 1.1. For simplicity, we prove this theorem for the case d = 2.
For any ~0 <~s <~r < ~1 the inequality

|Gn(~r)− Gn(~s)| =
∣∣∣∣ ∫ r1

0

∫ r2

0

Pn(u1, u2)du1du2 −
∫ s1

0

∫ s2

0

Pn(u1, u2)du1du2

∣∣∣∣
≤
∣∣∣∣ ∫ r1

s1

∫ r2

0

Pn(u1, u2)du1du2

∣∣∣∣+

∣∣∣∣ ∫ s1

0

∫ r2

s2

Pn(u1, u2)du1du2

∣∣∣∣ a.s.
is true. Thus, for arbitrary ~0 <~s <~r <~t < ~1 we have

sup
~s≤~r≤~t

|Gn(~r)− Gn(~s)| ≤ sup
s1≤r1≤t1,0≤r2≤t2

∣∣∣∣ ∫ r1

s1

∫ r2

0

Pn(u1, u2)du1du2

∣∣∣∣
+ sup
s2≤r2≤t2

∣∣∣∣ ∫ s1

0

∫ r2

s2

Pn(u1, u2)du1du2

∣∣∣∣ a.s.
Therefore, for any ε > 0 we obtain

P

(
sup
~s≤~r≤~t

|Gn(~r)− Gn(~s)| > ε

)

≤ P

(
sup

s1≤r1≤t1,0≤r2≤t2

∣∣∣∣ ∫ r1

s1

∫ r2

0

Pn(u1, u2)du1du2

∣∣∣∣ > ε

2

)

(3.1) +P

(
sup

s2≤r2≤t2

∣∣∣∣ ∫ s1

0

∫ r2

s2

Pn(u1, u2)du1du2

∣∣∣∣ > ε

2

)
=: P1 + P2.

Let us estimate P1 from above. We denote

As1,r1,r2 :=

{
i1, i2 : ∆n

(
i1
n
,
i2
n

]
⊆ [s1, r1]× [0, r2]

}
,

Bs1,r1,r2 :=

{
i1, i2 : ∆n

(
i1
n
,
i2
n

]
6⊆ [s1, r1]×[0, r2] and ∆n

(
i1
n
,
i2
n

]
∩[s1, r1]×[0, r2] 6= ∅

}
It is easy to see that ∫ r1

s1

∫ r2

0

Pn(u1, u2)du1du2

(3.2) =
1

x

∑
(i1,i2)∈As1,r1,r2

Xi1,i2,n +
n2

x

∑
(i1,i2)∈Bs1,r1,r2

Xi1,i2,nµ(i1, i2),

where µ(i1, i2) is Lebesgue measure of the set

∆n

(
i1
n
,
i2
n

]
∩ [s1, r1]× [0, r2].

Using equality (3.2), we obtain

P1 ≤ P

(
sup

s1≤r1≤t1,0≤r2≤t2

∣∣∣∣ 1x ∑
(i1,i2)∈As1,r1,r2

Xi1,i2,n

∣∣∣∣ > ε

4

)
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+P

(
sup

s1≤r1≤t1,0≤r2≤t2

∣∣∣∣ 1x ∑
(i1,i2)∈Bs1,r1,r2

Xi1,i2,nn
2µ(i1, i2)

∣∣∣∣ > ε

4

)
= P11 + P12.

Let's estimate P11 from above. It is easy to see that the sum
∑

(i1,i2)∈As1,r1,r2
Xi1,i2,n

contains no more then [n2(t1 − s1)t2] independent terms, all of which satis�es the
condition [C0(α)]. Therefore, it follows from lemma 4.1 (see section 4) that for
su�ciently large n we have

(3.3) P11 ≤ 3 exp

{
− ε2x2

64σ2
maxn

2(t1 − s1)t2

}
≤ 3 exp

{
− ε2x2

64σ2
maxn

2(t1 − s1)

}
.

Let's estimate P12 from above. The sum
∑

(i1,i2)∈Bs1,r1,r2
Xi1,i2,nn

2µ(i1, i2) contains

no more then O(n) independent terms. It follows from the inequality

0 ≤ n2µ(i1, i2) ≤ 1

that all these terms satisfy the condition [C0(α)]. Therefore, it follows from lemma
4.1 (see section 4) that the estimate (3.3) is also true for P12.

Thus, we have

(3.4) P1 ≤ 6 exp

{
− ε2x2

64σ2
maxn

2(t1 − s1)

}
.

The following inequality

(3.5) P2 ≤ 6 exp

{
− ε2x2

64σ2
maxn

2(t2 − s2)

}
can be obtained by completely similar arguments. It follows from the inequalities
(3.1), (3.4) and (3.5) that for su�ciently large n we have

P

(
sup
~s≤~r≤~t

|Gn(~r)− Gn(~s)| > ε

)
≤ 12 exp

{
− ε2x2

64σ2
maxn

2|~t−~s|

}
.

Therefore, the sequence of the �elds Gn satis�es the conditions of corollary 2.1 with

NF ψ(n) = x2

n2 , and hence it is ET.

�

4. Auxiliary results

Let's formulate and prove the auxiliary lemma.

Lemma 4.1. Let the random variables Y1, . . . , Yk, . . . are independent, have zero
mean and satisfy the uniform condition [C0(α)]. Then

σ2
max := sup

k∈N
EY 2

k <∞,

and for any r > 0, ε ∈ (0, 1) there exists N(r, ε) <∞ such that for all n ≥ N(r, ε)
the inequality

(4.1) P

(
sup

1≤u≤r

1

x

∣∣∣∣ [ndu]∑
k=1

Yk

∣∣∣∣ > ε

)
≤ 3 exp

{
− ε2x2

4σ2
maxn

dr

}
.

holds.
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P r o o f. Let's estimate from above the left � hand side of the inequality (4.1)

P

(
sup

1≤u≤r

1

x

∣∣∣∣ [ndu]∑
k=1

Yk

∣∣∣∣ > ε

)
= P

(
sup

1≤u≤r

1

x

∣∣∣∣ [ndu]∑
k=1

Yk

∣∣∣∣ > ε, sup
1≤k≤[ndr]

|Yk| ≤ x
)

+P

(
sup

1≤u≤r

1

x

∣∣∣∣ [ndu]∑
k=1

Yk

∣∣∣∣ > ε, sup
1≤k≤[ndr]

|Yk| > x

)

≤ P

(
sup

1≤u≤r

1

x

∣∣∣∣ [ndu]∑
k=1

YkI(|Yk| ≤ x)

∣∣∣∣ > ε

)
+

[ndr]∑
k=1

P
(
|Yk| > x

)

≤ P

(
sup

1≤u≤r

1

x

[ndu]∑
k=1

YkI(|Yk| ≤ x) > ε

)
+ P

(
sup

1≤u≤r

1

x

[ndu]∑
k=1

(−Yk)I(|Yk| ≤ x) > ε

)

(4.2) +

[ndr]∑
k=1

P
(
|Yk| > x

)
=: P1 + P2 + P3,

where I(·) is an indicator of an event {·}.
Let us estimateP3 from above. Using the Chebyshev inequality and the condition

[C0(α)], we obtain

(4.3) P
(
|Yk| > x

)
≤ Eeλ|Yk|

α

eλxα
≤Me−λx

α

.

It follows from the inequality (4.3) and condition (1.2) that there exists N(r) ∈ N
such that for all n ≥ N(r)

(4.4) P3 ≤M [ndr]e−λx
α

≤ e−λ2 x
α

.

Let us estimate P1 from above. It follows from the condition [C0(α)] that for all
k ∈ N

σ2
k = EY 2

k = EY 2
k I(|Yk| ≤ z(α, λ)) + EY 2

k I(|Yk| > z(α, λ))

≤ z2(α, λ) + Eeλ|Yk|
α

≤ z2(α, λ) +M,

where z(α, λ) := min{z > 0 : for all u ≥ z the inequality eλu
α ≥ u2 holds}.

Hence, we have

σ2
max := sup

k∈N
EY 2

k <∞.

Applying the Cauchy �Bunyakovsky � Schwarz inequality and (4.3), we obtain

(4.5) E|Yk|I(|Yk| > x) ≤ (EY 2
k )

1
2 (P(|Yk| > x))

1
2 ≤
√
Mσmaxe

−λ2 x
α

.

Using the inequality (4.5) and the fact that EYk = 0, for any k ∈ N, c > 0 we
get

Ee
c
xYkI(|Yk|≤x) ≤ E

(
1 +

c

x
Yk +

∞∑
v=2

|cYk|v

xvv!

)
I(|Yk| ≤ x)

≤ 1 +
c

x
E|Yk|I(|Yk| > x) + E

c2

2x2
Y 2
k exp

{
c

x
|Yk|

}
I(|Yk| ≤ x)

≤ 1 +
c

x

√
Mσmaxe

−λ2 x
α

+ E
c2

2x2
Y 2
k exp

{
c

x
|Yk|α|Yk|1−α

}
I(|Yk| ≤ x)
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≤ 1 +
c

x

√
Mσmaxe

−λ2 x
α

+ E
c2

2x2
Y 2
k exp

{
c

x
|Yk|αx1−α

}
.

Let c = o(xα) as n → ∞, then it follows from the condition [C0(α)] and
Lebesgue's dominated convergence theorem that

lim
n→∞

EY 2
k exp

{
c

xα
|Yk|α

}
≤ σ2

max,

and the convergence is uniform over all k ∈ N.
Therefore, for su�ciently large n we get

Ee
c
xYkI(|Yk|≤x) ≤ 1 +

c

x

√
Mσmaxe

−λ2 x
α

+
3c2

4x2
σ2

max

(4.6) ≤ 1 +
c2

x2
σ2

max.

It follows from inequality (4.6) that for su�ciently large n we have

(4.7) sup
1≤u≤r

[ndu]∏
k=1

Ee
c
xYkI(|Yk|≤x) ≤

(
1 +

c2

x2
σ2

max

)[ndu]

≤ exp

{
c2σ2

max[ndr]

x2

}
.

It is easy to see that for any c > 0

V (v) :=
e
c
x

v∑
k=1

YkI(|Yk|≤x)

v∏
k=1

Ee
c
xYkI(|Yk|≤x)

, v ∈ N

is martingale and EV (v) = 1. Therefore, using Doob's martingale inequality, we
obtain
(4.8)

P1 = P

(
sup

1≤u≤r

1

x

[ndu]∑
k=1

Yk ≥ ε
)
≤ P

(
sup

1≤u≤r
V ([ndu]) ≥ ecε

Π(r, x)

)
≤ Π(r, x)

ecε
,

where

Π(r, x) := sup
1≤u≤r

[ndu]∏
k=1

Ee
c
xYkI(|Yk|≤x).

Let's choose

c :=
εx2

2σ2
maxn

dr
,

it follows from the condition (1.2) that c = o(xα) as n → ∞. Thus, using the
inequalities (4.7) and (4.8), for su�ciently large n we have

(4.9) P1 ≤ exp

{
− ε2x2

4σ2
maxn

dr

}
.

Completely similarly, we can obtain the same estimate from above for P2.
Therefore, it follows from the inequalities (4.2), (4.4), (4.9) and condition (1.2)

that for su�ciently large n we obtain

P

(
sup

1≤u≤r

1

x

∣∣∣∣ [ndu]∑
k=1

Yk

∣∣∣∣ > ε

)
≤ 2 exp

{
− ε2x2

4σ2
maxn

dr

}
+e−

λ
2 x

α

≤ 3 exp

{
− ε2x2

4σ2
maxn

dr

}
.

�
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