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Abstract. Over the past 20�25 years, a fruitful connection has
emerged between group theory and computer science. Signi�cant
attention began to be paid to the algorithmic problems of group
theory in view of their open applications. In addition to the traditio-
nal questions of solvability, the questions of complexity and e�ective
solvability began to be studied. This paper provides a brief overview
of this area. Attention is drawn to algorithmic problems related
to rational subsets of groups which are a natural generalization of
regular sets. The submonoid membership problem for free nilpotent
groups, which has attracted the attention of a number of researchers
in recent years, is considered. It is shown how the apparatus of
subsets of positive elements makes it possible to obtain su�cient
conditions for the solvability of this problem in the case of nilpotency
class two. Note that the author announced a negative solution
to this problem for a free nilpotent group of nilpotency class at
least two of su�ciently large rank (the full proof is in print). This
gives an answer to the well-known question of Lohrey-Steinberg
about the existence of a �nitely generated nilpotent group with an
unsolvable submonoid membership problem. In view of this result,
�nding su�cient conditions for the solvability of this problem for
nilpotent groups of class two is an urgent problem.
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1. Introduction

Over the past 20�25 years, a fruitful connection has emerged between group
theory and computer science. Signi�cant attention began to be paid to algorithms,
their complexity and e�ectiveness. This paper provides a brief overview of this area
of research. Attention is drawn to algorithmic problems related to rational subsets of
groups which are a natural generalization of regular sets, that is, formal languages,
directly related to the computer science. We consider the problem of membership in
�nitely generated submonoids of free nilpotent groups (the submonoid membership
problem), which has attracted the attention of a number of researchers in recent
years. It is shown how the apparatus of subsets of positive elements makes it possible
to obtain su�cient conditions for the solvability of this problem in the case of
nilpotency class two. Note that in work [51] the author announced a negative
solution to this problem for a free nilpotent group of nilpotency class two of
su�ciently large rank (the full proof is in print). This gives an answer to the well-
known question of Lohrey-Steinberg (see [23], problem 24) about the existence of
a �nitely generated nilpotent group with an unsolvable submonoid membership
problem. Note that until recently, only one result in this problem area has been
known: in article [12], its solvability for the Heisenberg group, that is, a free
nilpotent group of class two of rank two, was proved. Even in this, in a certain
sense, minimal case, the obtained algorithm is far from being trivial.

Algorithmic problems in groups represent a classic research topic for algebra,
which has a topological origin and analogues. At the beginning of the last century,
Max Dehn introduced the word problem (Does a given word over the generators
represent the identity?), the conjugacy problem (Are two given group elements
conjugate?) and the membership problem (Does a given element belong to a given
�nitely generated subgroup?), and Heinrich Tietze introduced the isomorphism
problem (Does two given groups are isomorphic?). After more than forty years
of research, a number of results have been obtained showing the unsolvability of
these problems in the class of all �nitely presented groups. P.S. Novikov [37], [38]
proved the unsolvability of the word problem, which leads to the unsolvability of
the conjugacy and membership problems. S.I. Adian [1], [2] proved the unsolvability
of the isomorphism problem.

Over time, the range of algorithmic problems has been expended signi�cantly.
The problems were stated for speci�c classes of groups, for example, varieties.
Completely new problems have arisen. Accordingly, the range of research was expan-
ded. In the works by S.I. Adian [1], [2] and M. Rabin [39], algorithmic unrecognizabi-
lity for all Markov properties was proved.

At the same time it turned out that classical algorithmic problems are solvable
for some important classes of groups. For example, all of them turned out to be
solvable for polycyclic groups, in particular, �nitely generated nilpotent ones. The
most di�cult problems were conjugacy (for polycyclic groups) and isomorphism (for
nilpotent and polycyclic groups). The �rst of them was solved by V.N. Remeslen-
nikov [40] and independently by E. Formanek [14]. The second one was solved for
the nilpotent case by F. Grunewald and D. Segal [16], [17] (also taking into account
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some conditions (subsequently established), by R.A. Sarkisjan [53], [54]); for the
polycyclic case the proof was given by D. Segal [55].

In the class of �nitely generated solvable groups, all the classical problems
turned out to be unsolvable, starting from the word problem, the unsolvability
of which was established by O.G. Kharlampovich [21]. The constructed examples
have a solvability class at least three. The metabelian case is a special case, for
which the Dehn problems are solvable. In the class of �nitely generated metabelian
groups, the solvability of the word problem was established by E.I. Timoshenko
[56], the conjugacy problem by G.A. Noskov [35], the membership problems by
N.S. Romanovskii [42], [43]. The solvability of the isomorphism problem is still
an open question. Reviews of the well-known results for algorithmic group theory
problems can be found in [3], [6], [7], [8], [9], [28], [36], [41], [47], [55]. See also the
recent review by the author on the algorithmic theory of solvable groups [52].

Algorithmic problems have had a strong in�uence on the development of modern
computer science. Since the 1960s, when interest in complexity problems increased,
the problems of computational complexity of group-theoretic algorithms have been
in the focus of attention of both mathematicians and computer scientists. Some
ideas well-known in complexity theory have made it possible to obtain high-level
results in algorithmic group theory. Previously, algorithmic problems of group
theory were studied mainly from the point of view of their solvability. R. Lipton and
Y. Zalstein [22] developed an algorithm with logarithmic time complexity to solve
the word problem in �nitely generated linear groups. It was the �rst result of its
kind. In recent years, a number of results have been obtained on algorithms in the
theory of groups with low time complexity (see, for example, [4], [25], [26]). These
results have practical value. New connections between group theory and complexity
theory have been established in automata theory, data compression, etc.

At present, even more attention is paid to algorithmic problems of group theory,
since their unsolvability in some classes of noncommutative groups serves as the
basis for schemes of algebraic cryptography, and the groups themselves serve as
platforms for the implementation of these schemes and corresponding algorithms.
Interest in the complexity of algorithms for solving such problems has increased
signi�cantly along with the possibilities of their practical application. Studies on
[30], [31] and [50] are devoted to these issues.

This article deals with the submonoid membership problem (Does a given element
belong to a given �nitely generated submonoid?), which is the most important
fragment of the more general rational subset membership problem (Does a given
element belong to a given rational subset?). We give su�cient conditions for a
submonoid of a free nilpotent group of the class two when the speci�ed problem is
algorithmically solvable. They are formulated using the language of positive sets of
group elements (see de�nitions below). A criterion is obtained for reducing the set
of elements of a free nilpotent group of the class two to a positive form, as well as
a number of other auxiliary results having their own independent value.

The submonoid membership problem for a noncommutative group is currently
considered as a transfer of the classical problem of integer linear programming,
where the submonoid membership problem for a free abelian group is considered,
to a noncommutative platform. A new direction of research has emerged and is
developing, called noncommutative discrete optimization. The chapter "Discrete
optimization in groups" in the book [5] is devoted to this research topic. In addition,
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special attention is paid to the class of �nitely generated nilpotent groups, as the
closest to the class of abelian groups.

The structure of the article is as follows. Section 2 provides a number of de�nitions
and a brief overview of the results on the rational subset membership problem in
groups. Section 3 contains statements about potentially positive elements of free
abelian groups and free nilpotent groups of class two. Section 4 is devoted to the
preparation for the formulation and proof of the main result, which is Theorem 4.
Section 5 presents Theorem 4, which sets out su�cient conditions for the solvability
of the submonoid membership problem for a free nilpotent group of class two.

Further in the article we use standard notation for the free abelian group Ar
of rank r and the free nilpotent group Nr,l of rank r of nilpotence class l. By
[x, y] = x−1y−1xy we denote the commutator of elements x, y of some group G,
and G′ denotes its derived subgroup. For X ⊆ G, the expression gr(X) denotes the
subgroup, and mon(X) means the submonoid of the group G, generated by X. As
usual, Q denotes the set of rational numbers, Z the set of integers, and N is the set
of natural numbers.

For nonzero integers t1, . . . , tk gcd(t1, . . . , tk) marks their greatest common divisor,
and lcm(t1, . . . , tk) stands for the least common multiple. For a ring K by Mr(K)
we denote the ring of r × r of matrices over K, and by GLr(K) the corresponding
group of all invertible matrices.

2. The rational subset membership problem

Now we will give some de�nitions. The class of rational subsets Rat(G) of
the group G is the smallest class that includes all �nite subsets of the group
(including the empty one) closed by the union, multiplication, and Kleene operation
of generating the submonoid K∗ from the subset K. The notion of a rational subset
of a group is a natural generalization of the classical notion of a regular subset of a
free monoid. Note that an arbitrary subgroup H of a group G is rational if and only
if it is �nitely generated. Obviously, a �nitely generated submonoid is a rational
subset.

The analogue of Kleene theorem on de�ning regular subsets of a free monoid by
�nite automata is correct: a subset R of a group G is rational if and only if R is the
output set of a �nite automaton over G. For more information on de�nitions and
basic properties of rational subsets in groups, see the monograph [46] or the article
[15].

In general, the Rat(G) is not closed under intersection and complement. The
results on characterisation of �nitely generated groups G, where Rat(G) is a boolean
algebra, that is, closed not only under the union operation, but also by intersection
and complement, are given in [49] and [46]. The question of the rationality of verbal
subsets of free groups is studied in [29].

Many authors have studied the rational subset membership problem for groups.
In connection with this question, see the review article by M. Lohrey [23]. In his
work, the author formulates problem 24 on existence of a �nitely generated nilpotent
group with an unsolvable the submonoid membership problem. This issue has been
repeatedly raised in B. Steinberg's talks at numerous scienti�c seminars.

The author in [51] announced a negative solution to this problem (the full proof
is currently in print). Speci�cally, he claimed that there exists a �nitely generated
submonoid M of a free nilpotent group Nr,2 of a su�ciently large rank r, for which
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the membership problem is algorithmically unsolvable. A set of generating elements
ofM is e�ectively constructed by a �xed Diophantine polynomialD(ζ1, . . . , ζs), that
de�nes the unsolvable family of Diophantine equations of the form
D(ζ1, . . . , ζs) = υ, υ ∈ Z, whose existence follows from the results of Y.V. Matiyasevich
on unsolvability of Hilbert's 10th problem (see, for example, [27]). The parameter
r depends on s and the form of the polynomial D(ζ1, . . . , ζs). An e�ective class of
elements {g(υ), υ ∈ Z} of the group Nr,2 such that g(υ) ∈ M if and only if the
corresponding equation D(ζ1, . . . , ζs) = υ has a solution in integers, is presented.
These results yield the announced unsolvability of the membership problem for
submonoid M .

We present some well-known results on the rational subset membership problem
for groups.

Positive results:

• M. Benois [10]. Every free group of �nite rank has a solvable rational subset
membership problem.
• S. Eilenberg, M.P. Schützenberger [13] (independent proof is in [32]). Every
�nitely generated abelian group has a solvable rational subset membership
problem.
• Z. Grunschlag [18]. The solvability of the rational subset membership prob-
lem is preserved for �nite extensions of groups.
• M.Yu. Nedbay [33]. The solvability of the rational subset membership prob-
lem is preserved for free products of groups.

Negative results:

• V.A. Roman'kov [45]. There exists a number r such that the free nilpotent
group Nr,l of class l ≥ 2 has an unsolvable rational subset membership
problem.
• M. Lohrey, B. Steinberg [24]. The free metabelian group M2 of rank 2
contains a �xed �nitely generaled submonoid with an unsolvable member-
ship problem.

The proof in [45] is based on the unsolvability of Hilbert's 10th problem, and in [24]
is based on the unsolvability of the combinatorial tiling problem. For other results
on the rational subset membership problem for groups, see [23].

It is worth noting that the submonoid membership problem for a free abelian
froup Ar ' Zr is related to the following problem of integer linear programming.

For the given matrix A ∈ Mm×r and the vector b ∈ Zr, de�ne whether there
exists a solution x ∈ Nm of the equation xA = b.

In the language of group theory, this is the submonoid membership problem for
the group Ar generated by the rows of the matrix A. It is well known that this
version of the problem of integer linear programming belongs to the class of NP-
complete problems. The submonoid membership problem for groups is currently
considered as a natural generalisation of the integer linear programming problem.
An overview of the relevant results can be found in the book [5].

3. Subsets of potentially positive elements of the groups Ar and Nr,2

De�nition 1. Let C be a variety of groups. We denote by Fr(C) a free group of
rank r of this variety.
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• For the �xed basis Xr = {x1, . . . , xr} of the group Fr(C), a nontrivial
element g ∈ Fr(C) is said to be positive, if it belongs to the submonoid M =
mon(Xr), generated by elements of the chosen basis Xr. In other words, if
the element g can be written in the form of a word g = g(x1, . . . , xr) in
positive powers of elements of the basis Xr. A positive element g is strictly
positive if its expression in the form of a reduced word contains all elements
of the basis Xr.
• An element g ∈ Fr(C) is called potentially positive, if it is positive in some
basis X ′r of the group Fr(C). In other words: if there exists an automorphism
α of the group Fr(C) such that the image α(g) is positive.

The above de�nitions naturally extend to subsets of elements of the group Fr(C).
Our next task is to provide criteria for the potential positivity of �nite subsets

in groups Ar and their completions AQ
r , as well as in groups Nr,2 for each r ∈ N.

First, consider the group Ar = Zr in additive notation. Suppose that Er =
{e1, . . . , er}, where e1 = (1, 0, . . . , 0), . . . , er = (0, . . . , 0, 1) is a standard basis. The
elements of the group Ar are integer vectors a = (α1, . . . , αr). A vector a is positive
(we write a ≥ 0), if its coordinates satisfy the inequalities αi ≥ 0, i = 1, . . . , r, and
potentially positive if it is positive in some basis of the group Ar. Equivalently, if
there exists an invertible linear transform (automorphism) µ of the group Zr, for
which the image µ(a) is positive. That means that for the matrix T = T (α) ∈
GLr(Z) of the said transform, the inequality aT ≥ 0 is ful�lled.

Suppose that AQ
r = Qr denotes the standard completion of the group Ar to

a vector space over Q, and AR
r = Rr over R, with the same base Er. Thus, the

inclusions Zr ⊆ Qr ⊆ Rr are �xed. Moreover, linearly independent sets of vectors
from Qr remain linearly independent over R in Rr. The concepts of positivity and
potential positivity of elements and subsets are naturally transferred to the groups
Qr and Rr.

For further proofs of the theorems, we will need the following two lemmas.

Lemma 1. Let V be a �nite-dimensional vector space over Q with the basis Er =
{e1, . . . , er}. Let B be a �nite set of vectors whose �xed coordinate, for certainty, the
last one, is non-negative. Suppose that B0 are all vectors in B with a zero selected
coordinate, and B>0 with a positive one. Then we can move to a new basis E′r =

{e′1, . . . , e′r}, for which e′1 = e1, . . . , e
′
r−1 = er−1 and e

′
r = er−

∑r−1
i=1 γiei, γi > 0, in

which vectors from B0 retain their coordinates, and all coordinates of vectors from
B>0 are strictly positive.

Proof.
The statement concerning B0 is trivial.
Suppose that B>0 = {b1, . . . , bk}, bi = (αi,1, . . . , αi,r), i = 1, . . . , k. In the basis

E′r, the vector bi ∈ B>0 has the following form:

bi =

r−1∑
j=1

(αi,j + γiαi,r)ej + αi,re
′
r.

By assumption, αi,r > 0. We choose γi for every i = 1, . . . , k so that the inequalities
αi,j + γiαi,r > 0 are ful�lled. Then the statement concerning B>0 will be true. �

Corollary 1. Let B be a �nite set of vectors of the space Qr with a �xed basis Er
for which the �xed coordinate, say the last one, is positive. Then the basis transition
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described in Lemma 1 allows to obtain the basis E′r, where all coordinates of vectors
from B are strictly positive.

Proof. The statement directly follows from Lemma 1. We only need to note that
in its notation, B = B>0. �

Lemma 2. Suppose that the system of equalities and inequalities

(1)



α1,1x1 + . . .+ α1,rxr = 0

. . .

αk,1x1 + . . .+ αk,rxr = 0

αk+1,1x1 + . . .+ αk+1,rxr > λ

. . .

αk+l,1x1 + . . .+ αk+l,rxr > λ

,

where αi,j ∈ Q, λ ∈ R, has a solution in real numbers. Then it has a solution in
rational numbers

Proof. Let Er = {e1, . . . , er} be the basis of the space Qr, which is also the
basis of its natural completion Rr. The coe�cient vectors bi = (αi,1, . . . , αi,r), i =
1, . . . , k + l, from (1) are considered as elements of the space Qr.

Let v = (υ1, . . . , υr) ∈ Rr be a solution of the system (1). After substituting x
with v in equations and inequalities of the system (1), we obtain a set of equalities,
which we write using the language of dot products:

(2)



〈b1, v〉 = 0

. . .

〈bk, v〉 = 0

〈bk+1, v〉 = λ+ δ1

. . .

〈bk+l, v〉 = λ+ δl

,

where δj > 0, j = 1, . . . , l. We put δ = min{δj : j = 1, . . . , l}.
Suppose that α = max{|αi,j | : i = k + 1, . . . , k + l; j = 1, . . . , r}. We take ε > 0

such that

(3) r · ε · α < δ.

If some vector v′ = (υ′1, . . . , υ
′
r) ∈ Qr satis�es all equations of the system (1) and

at the same time the inequalities |υi − υ′i| ≤ ε are ful�lled, then v′ is the required
solution of the system (1). We move to the proof of existence of such vector.

Let V = LinQ(α1−k) be a subspace in Qr, generated by the vectors α1, . . . , αk.
Let m = dim(V ) be its dimension. Then the orthogonal completion V ⊥Q in Qr has
dimension r −m. We write its basis Ẽr−m = {ẽ1, . . . , ẽr−m} through the basis Er
(if in the system (1) there are no equalities, then Ẽr = Er):

(4) ẽi =

r∑
j=1

γj,iej , γj,i ∈ Q, i = 1, . . . , r −m.

The basis Ẽr−m is also the basis of the orthogonal completion V ⊥R in Rr.
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We have the decomposition

(5) v =

r−m∑
i=1

υ̃iẽi, υ̃i ∈ R.

From equalities (4) and (5), we obtain the equalities

(6)


υ1 =

∑r−m
i=1 υ̃iγi,1

. . .

vr =
∑r−m
i=1 υ̃iγi,r

.

Suppose that γ = max{|γi,j | : i = 1, . . . , r −m; j = 1, . . . , r}. We take ε′ > 0
such that

(7) (r −m) · ε′ · γ < ε,

where the parameter ε is the one featured in the inequality (3). We choose the
values υ̃′i ∈ Q such that |υ̃i − υ̃′i| ≤ ε′. We de�ne the set υ′ = (υ′1, . . . , υ

′
r) ∈ Qr,

where υ′i =
∑r−m
j=1 υ̃′jγi,j , i = 1, . . . , r. The inequality (7) yields

|υi − υ′i| ≤ ε.
Then υ′ is the solution of the system (1). �

De�nition 2. A subset B = {b1, . . . , bs} of the group Ar or the group AQ
r is said

to be positively independent, if the equality
∑s
i=1 αibi = 0 for αi ∈ Q, αi ≥ 0, i =

1, . . . , s, yields the equalities αi = 0, i = 1, . . . , s.
Otherwise, B is said to be positively dependent.

The following theorem is proved in [57]. Unfortunately, there is a signi�cant gap
in its proof. Therefore, we provide a new proof that eliminates the mentioned gap
and other inaccuracies.

Theorem 1. A subset of elements B = {b1, . . . , bs} of the group AQ
r ' Qr is

potentially positive if and only if B is positively independent. Moreover, for every
positively independent subset B there exists a basis of the space Qr, where all
coordinates of vectors from B are strictly positive.

Proof. Obviously, every positively dependent subset B is not potentially positive.
Let B be a positively independent set written in the basis Er = {e1, . . . , er} of

the space Qr: bi = (αi,1, . . . , αi,r), i = 1, . . . , s. As before, we assume that Er is
the basis of the space Rr. We use induction by r. The statement is obvious when
r = 1 and s is arbitrary, since every system containing at least two oppositely
directed vectors is positively linearly dependent, and a system of vectors with same
directions is either positive or becomes such when substituting the basis vector with
the opposite one. Suppose that the statement of the theorem is true for every space
Qn of dimension n < r.

Consider the cone

C = C(b1, ..., bs) = {
s∑
i=1

αibi, αi ∈ Q, αi ≥ 0, i = 1, . . . , s},

generated by the vectors from B. The subsets C,−C,C \ {0},−C \ {0} are convex.
In the considered case, the subsets C \ {0},−C \ {0} do not intersect. We assume
the space Qr for every n to be naturally embedded into the euclidean space Rr.We
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denote by CR the convex hull of the cone C in Rr. Obviously, the sets CR \{0} and
−CR \ {0} do not intersect as well.

We use the following version of Minkowski's theorem on hyperplane separation
convex sets (see, for example, the study [11], p. 46). Let U andW be non-intersecting
convex subsets of the space Rn. Then there exists a nonzero vector v and a real
number λ such that 〈x, v〉 ≥ λ for every x ∈ U and 〈y, v〉 ≤ λ for every y ∈W ; that
is, the hyperplane 〈·, v〉 = λ, for which v is the normal vector, separates U and W .

Therefore, there exists a hyperplane HR of the space Rr separates U = CR \ {0}
and W = −CR \ {0}. All vectors from B split into two subsets: B0 contains the
vectors belonging to H, and B>0 contains the ones that do not belong to H.

Suppose that B0 = {b1, . . . , bk}, B>0 = {bk+1, . . . , bk+l, k + l = s}. Then v is
the solution of the system (1).

By Lemma 2, the system (1) has the solution v′ ∈ Qr. We de�ne the hyperplane
H ′ of the space Qr with the normal v′. We choose in H ′ the basis

E′r−1 = {e′1, . . . , e′r−1},
where the vectors b1, . . . , bk have strictly positive coordinates. We extend E′r−1 to
the basis E′r of the entire space Qr with the vector e′r = v′. Note that the last
coordinates of vectors from B = B>0 in this basis are strictly positive. Then by
Corollary 1, there exists a basis E′′r of the space Qr, in which all the coordinates of
every vector from B>0 are strictly positive.

It remains to note that the �rst coordinates of all vectors from B in the basis
E′′r are now strictly positive. By Corollary 1, there exists a basis E′′′r of the space
Qr, where all the coordinates of vectors from B are strictly positive. �

The following theorem is established in [58], where its proof is based on work
[57], which has a gap.

Theorem 2. A subset of non-trivial elements B = {b1, . . . , bs} of the group Ar =
Zr is potentially positive if and only if it is positively independent. For every
positively independent subset B, there exists a basis of the space Qr, in which all
coordinates of vectors from B are strictly positive.

Proof. Obviously, the positively dependent subset B is not potentially positive.
Let B = {bi = (βi,1, . . . , βi,r), i = 1, . . . , s} be a subset of positively independent

vectors of the group Zr ⊆ Qr. By Theorem 1, there exists a matrix T ∈ GLr(Q)
such that ci = biT = (γi,1, . . . , γi,r) is a vector with strictly positive coordinates for
every i = 1, . . . , s.

Suppose that T = ν−1T1, where ν ∈ N and T1 ∈ Mr(Z). Let
t1 = (τ1,1, . . . , τr,1)t

be the �rst column of the matrix T1 (t denotes the transpose).
Let δ = gcd(τ1,1, . . . , τr,1). Then the column t̃1 = δ−1t1 is primitive, that is, all

its coordinates are coprime as a whole, and for every i, we have bit̃1 = λi > 0.
It is well known (see, for example, [34], Theorem II.I, page 13), that every integer

primitive column, in our case t̃1, can be complemented to the integer invertible

matrix T̃ ∈ GLr(Z).
Suppose that b1T̃ = (µ1,1, . . . , µ1,r). If for some j, the inequality µ1,j ≤ 0 is

ful�lled, we change the matrix T̃ , adding to the j-th column the 1-th column,
multiplied by a su�ciently large natural number δj , for which δjµ1,1 + µ1,j > 0.
Such operation is performed for all coordinates of the vector b1 which are not
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strictly positive. We obtain for the new matrix T̃ the vector b1T̃ with strictly
positive coordinates.

Since for every i = 2, . . . , r the �rst coordinate of the vector biT̃ is positive,
similar operations can be applied to achieve strong positivity of coordinates of all

vectors biT̃ for the altered matrix T̃ . After all changes, we obtain the matrix which
we denote by T ′. Obviously, T ′ ∈ GLr(Z). Moreover, the vectors biT

′ have strictly
positive coordinates for all i = 1, ..., s. That means that the vectors b1, ..., bs are
brought to a strictly positive form. �

Let Nr = Nr,2, r ≥ 2, be a free nilpotent group with the basis {x1, ..., xr} and
Ar = Nr/N

′
r be a free abelian group with the basis {a1, . . . , ar}, where ai = x̄i =

xiN
′
r Here for every element g ∈ Nr by ḡ we denote an image g with respect to the

standard homomorphism Nr → Ar. We use a similar notation Ū for the subsets
U ⊆ Nr.

The following theorem for the case r = 2 (that is, for the Heisenberg group) is
proved in [59].

Theorem 3. A subset of non-trivial elements U = {u1, ..., us} of the group Nr is
potentially positive if and only if the subset Ū = {ū1, ..., ūs} is positively independent
in Ar.

Proof. Obviously, if Ū is positively dependent in Ar, then by Theorem 2 this
subset is not potentially positive in Ar. Then U is not potentially positive in Nr.

Let the subset Ū be positively independent in Ar. Since every automorphism of
the group Ar is induced by an automorphism of the group Nr (see, for example, the
review [44] or the study [48]), then by Theorem 2 we can assume that Ū is strictly
positive in Ar. Then every element ui ∈ U is written in the form

(8) ui =

r∏
j=1

x
λi,j

j

∏
k,l∈{1,...,r},k>l

[xk, xl]
µi,k,l , λi,j > 0, µi,k,l ∈ Z.

We order the commutators of elements of the basis of the group Nr in the following
way: we set [xi, xj ] > [xp, xq], if i > p, or i = p and j > q. Note that the
representation in which the commutators are written according to the ordering
is unique.

To �nd the positive representation of the subset U , we exclude from formula
(8) the powers of commutators. Moreover, the powers of elements of the basis are
encountered a number of times. We act as follows. We choose a natural number
τ2,1 > max{|µi,2,1| : i = 1, . . . , s} and de�ne the automorphism ϕ2,1 : x1 7→
x
τ2,1
2 x1x

τ2,1
2 , xi 7→ xi for i ≥ 2.

Then for i = 1, . . . , s the equality of the following form is true:

ϕ2,1(ui) = (x
τ2,1
2 x1x

τ2,1
2 )λi,1

r∏
j=2

x
λi,j

j [x2, x1]µi,2,1 ·

(9) ·
∏

k>l,(k,l) 6=(2,1)

[xk, xl]
µ′
i,k,l , µ′i,k,l ∈ Z.

For every expression ϕ2,1(ui), we substitute exactly one of subwords of the form

x
τ2,1
2 x1x

τ2,1
2 with x

τ2,1+µi,2,1

2 x1x
τ2,1−µi,2,1

2 [x2, x1]−µi,2,1 . The powers of the commutator
[x2, x1] are reduced. The powers of the basis elements remain positive.
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Similarly, applying consistently the automorphisms

ϕ3,1, . . . , ϕr,1, ϕ3,2, . . . , ϕr,r−1,

where

ϕj,i : xi 7→ x
τj,i
j xix

τj,i
j , xk 7→ xk

for k 6= i for signi�cantly large corresponding values τi,j , step by step we delete the
changing powers of the commutators

[x3, x1], . . . , [xr, x1], [x3, x2], . . . , [xr, xr−1]

from the right-hand sides of the obtained equalities

ϕ3,1(ϕ2,1(ui)), . . . , ϕr,r−1(. . . (ϕ2,1(ui))).

Note that at each following step, only the powers of the commutators of higher order
than the one of the deleted commutator are changed. The commutators deleted
before do not reappear. After performing all of such transformations, as a result we
obtain a positive word. �

Remark 1. Checking whether the condition of potential positivity of a �nite set
of vectors of the group Ar is satis�ed can be performed algorithmically. To do this,
all the bases of the group and all possible nonzero sets of non-negative coe�cients
are ordered for the vectors under study. Then the processes of rewriting the tested
vectors in the bases and calculating positive linear combinations with successive
sets of coe�cients are performed sequentially. At the �nal step, we either obtain the
positive expression of the vectors, or their positive dependence, that shows, according
to Theorem 2, that they are not potentially positive.

4. Preliminary considerations

Let Nr = Nr,2 be a free nilpotent group of rank r of nilpotency class 2 with
the basis Xr = {x1, . . . , xr}, Ar = Nr/N

′
r be a free abelian group of rank r. Every

basis of the group Nr induces the basis of the group Ar. The converse is also
true: a preimage of every basis of the group Ar is basis of Nr. Therefore, every
automorphism of Ar is induced by an automorphism of the group Nr. The derived
subgroup N ′r is a free abelian central subgroup of Nr, for whose basis we can take
the set {[xi, xj ] : i > j; i, j = 1, . . . , r} In every �nitely generated nilpotent group,
in particular, in the group Nr, the word problem is solvable. Also, the membership
problem is solvable, moreover, we can e�ectively write an element of the subgroup
as a group word over its generating elements. For these and other facts, see, for
example, [19], [20]. In what follows, they are almost always used without reference.

Let M be a �nitely generated submonoid of the group Nr, de�ned by a �nite
set of non-trivial generating elements Y ∪ U , where Y is a subset of elements with
non-trivial images in Ar, and U is a subset of elements from N ′r. Among all elements
from Y , we choose the maximal subset with respect to inclusion G = {g1, . . . , gk},
whose image in Ar is positively independent. We put F = Y \G = {f1, . . . , fl}.

By Theorem 2, we assume that the basis Xr of the group Nr is chosen in a
way that in the induced basis X̄r of the group Ar, the images of elements from G
are strictly positive. Since Ḡ is the maximal positively independent subset, every
subset of the form Ḡ∪{f̄j} for j = 1, . . . , l is positively dependent. This means the
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existence of non-negative integers αi.j , i = 1, . . . , k, βj 6= 0 such that

(10)

k∏
i=1

ḡ
αi,j

i = f̄
−βj

j , j = 1, . . . , l.

Hence, every element f̄j is strictly negative, that is, all coe�cients with respect to
the basis Er are strictly less than zero.

We put M1 = mon(Ḡ), M2 = mon(F̄ ). The submonoid M̄G = mon(Ḡ) consists
of positive elements, and M̄F = mon(F̄ ) of negative ones.

In the following discussion, the basis of the group Nr may change and the
generating elements of the monoidM fromG and F may not retain these properties,
so we will refer to them as originally positive or negative elements.

If G = ∅, then F = ∅. In this case, the membership problem for the submonoid
M ≤ N ′2 is solvable by the Eilenberg�Schutzenberger theorem provided in Section
2. Therefore, we assume that G 6= ∅.

We assume that βj is the minimal number for which f̄
−βj

j ∈ M̄G, j = 1, . . . , l.

Suppose that β = lcm(βj : j = 1, . . . , l). Then for every element f̄ ∈ M̄F , the
element f̄−β belongs to M̄G. That is, the element inverse to f̄β belongs to M̄G.

Let H̄ denote the submonoid of the group Ar, consisting of all invertible elements
of the monoid M̄ . Then H̄ is a subgroup of the group Ar. We should emphasise

that by construction every element from H̄ has a preimage in M. Let H̃ be a

full preimage of the subgroup H̄ in M. For every element h ∈ H̃, there exists an

commuting element h− ∈ H̃ such that hh− ∈ N ′r ∩ M, that is, h̄h̄− = 1. The

element h− is not uniquely de�ned. Every preimage of the element h̄−1 in H̃ may
be that element.

Let I(F̄ ) denote a subgroup of the group Ar, consisting of all elements of the
group Ar, linearly dependent with the elements from F̄ . In other words, I(F̄ ) is an
isolator of the subgroup gr(F̄ ) in the group Ar. The subgroup H̄ belongs to I(F̄ )
and has a �nite index in it. This follows from the fact that every element from F̄ to
some nonzero power gets into H̄, and from that every subgroup from Ar is �nitely
generated.

5. Main result

We present a number of su�cient conditions for generating elements of the
submonoidM under which the membership problem forM is algorithmically solvable.
We use the concepts and notations introduced in the previous section.

Theorem 4. The membership problem for the submonoid M in the group Nr is
algorithmically solvable in the following cases:

(1) When the �nite set of generating elements of the submonoid M consists of
the set of elements G, whose images are potentially positive in Ar, and the
set U of elements from N ′r. In other words, when F = ∅.

(2) When the isolator I(F̄ ) of the subgroup generated by F̄ , coincides with Ar.

Proof. By Theorem 2, we choose basis Xr of the group Nr such that the images
of elements from G are strictly positive in Ar with respect to the induced basis X̄r.

Then for the element h ∈ Nr, the set of semigroup words of the form

gi1 . . . giq ; git ∈ G
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such that h = gi1 . . . giqw,w ∈ N ′r, is �nite. For each one of them, we check the
membership of w in mon(U). The element h belongs to M if and only if at least
one such membership takes place. Statement (1) is proved.

By condition of the theorem, the isolator I(F̄ ) coincides with Ar, therefore, the
subgroup H̄ has a �nite index in Ar. For every basis element xi, there exists a pair

of commuting elements of the full preimage H̃ of the subgroup H̄ in M of the form

(11) hi = xαi
i ci,1, h

−
i = x−αi

i ci,2; ci,1, ci,2 ∈ N ′r, αi > 0.

We denote ci = hih
−
i = ci,1ci,2. The element ci belongs to M ∩ N ′r and has the

following unique representation:

(12) ci =
∏

k,l=1,...,r;k>l

[xk, xl]
γi,k,l , i = 1, . . . , r.

We choose in this representation the power of the commutator [xp, xq], setting

(13) ci = [xp, xq]
γi,p,q c̃i(p, q), i = 1, . . . , r,

where c̃i(p, q) does not contain the commutator [xp, xq] in its record.
We will show that for the �xed pair of numbers p, q; p > q, we can construct the

new elements of the form hi, h
−
i ∈ M, i = 1, . . . , r, with the mentioned properties

for which the elements ci,1, ci,2 belong to the expressions (11), and therefore, the
right-hand sides of the expressions (12) and (13) do not contain the multiplier
[xp, xq]. To do that, �rst we obtain two elements from M ∩N ′r, in whose canonical
decomposition by powers of commutators of the types (12) and (13), the power
of [xp, xq] for one of the elements is strictly positive and for the other is strictly
negative.

We take for de�niteness p = 2, q = 1, in other cases the reasoning is similar. For
every number κ ∈ N, we have the equality
(14) (h2h

−
2 )κ(h1h

−
1 )κ = cκ2c

κ
1 = [x2, x1]κ(γ1,2,1+γ2,2,1)c̃2,1(κ),

where c̃2,1(κ) = c̃1(2, 1)κc̃2(2, 1)κ does not contain the multiplier [x2, x1]. Then,
we write the left-hand side of the equality (14) in the form (h−2 )κhκ2h

κ
1 (h−1 )κ and

calculate the following expression obtained by transposition of hκ2 and hκ1 :

(15) (h−2 )κhκ1h
κ
2 (h−1 )κ = [x2, x1]κ(γ1,2,1+γ2,2,1)−κ

2α1α2 c̃2,1(κ).

The expression κ2α1α2 > 0 as a function in κ grows faster than κ(γ1,2,1 + γ2,2,1),
hence, given signi�cantly large values of κ, the power of [x2, x1] in the equation (15)
is negative. We denote it by −ν, ν > 0.

Writing the expression from the left-hand side of the equality (14) in the form
hκ2 (h−2 )κhκ1 (h−1 )κ, we calculate the following expression:

(16) hκ2h
κ
1 (h−2 )κ(h−1 )κ = [x2, x1]κ(γ1,2,1+γ2,2,1)+κ

2α1α2 c̃2,1(κ).

Same as above, we show that given su�ciently large values of κ, the power of the
commutator [x2, x1] is positive. We denote it by µ. With that, of course, we assume
that κ is chosen large enough to ful�ll both conditions for µ and ν.

Hence, the submonoid M contains two elements d(µ), d(ν) ∈ N ′r, in whose
canonical expression, the commutator [x2, x1] has powers µ > 0 and −ν (ν > 0),
respectively.

We take the element hi = xαi
i [x2, x1]ρi c̃i, where c̃i does not contain in the

canonical expression the commutator [x2, x1]. We consider its power hµνi . If ρi = 0,
we leave this power unaltered. If ρi > 0, we multiply this power by d(ν)µρi . As a
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result, we obtain an element di�ering from xαiµν
i by the multiplier from N ′r, which

does not contain [x2, x1] in the canonical expression. If ρi < 0, we multiply this
power by d(µ)νρi , also excluding [x2, x1].We perform the similar operations for the
element h−i . For further calculations, we use the obtained pair of elements instead
of the pair hi, h

−
i .

We perform such transformations for every i = 1, . . . , r. As a result, we obtain
a new set of elements (to simplify the record, we keep their original notation)

hi, h
−
i , i = 1, . . . , r, hi = xβi

i ci,1, h
−
i = x−βi

i ci,2, for which the canonical expressions
of the elements ci,1, ci,2 ∈ N ′r do not contain the powers of the commutator [x2, x1].
Acting similarly with the obtained elements, we consistently exclude from the record
the powers of other commutators in a similar way.

As a result, we obtain the pairs of mutually inverse elements of the monoid M

of the form x±ξii , ξi > 0. Therefore, the commutators [xξii , x
ξj
j ] = [xi, xj ]

ξiξj and the
inverse ones belongs to the monoid M . The subgroup T ≤ M , generated by these
commutators has a �nite index in Nr. An arbitrary element belongs to M if and
only if its image belong to the image M in the quotient group Nr/T . This quotient
group is almost an abelian one. Indeed, if the exponent of the quotient group Nr/T
equals t, then the power N t

r is abelian. The results by Eilenberg�Schutzenberger
and Grunschlag, provided in Section 2, yield that in Nr/T the membership problem
for �nitely generated submonoid is solvable. Therefore, the membership problem
for M is solvable in Nr. Since the submonoid M is arbitrary, the statement (2) of
the theorem is proved. �

Note that the submonoid membership problem for a �nitely generated nilpotent
group is reduced to the similar problem for the corresponding free nilpotent group.

Remark 2. Let N = Nr,l/R be a �nitely generated nilpotent group,

M = mon(m1, . . . ,mk)

be its submonoid. We take the set {m̃1, . . . , m̃k} of preimages of generating elements
of the monoid M in the group Nr,l. The normal subgroup R of the group Nr,l
is �nitely generated, therefore, R = gr(r1, . . . , rt) for some elements ri ∈ Nr,l.

The submonoid M̃ = (m̃1, . . . , m̃k, r
±1
1 , . . . , r±1t ) is a complete preimage M in Nr,l.

The membership problem for M for the group N is obviously equivalent to the
membership problem for M̃ for the group Nr,l.

This means that the su�cient conditions for the solvability of the submonoid
membership problem obtained in Theorem 4, can be applied to an arbitrary �nitely
generated nilpotent group of class two.
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