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ON THE COMPUTABILITY OF ORDERED FIELDS

M.V.KOROVINA AND O.V.KUDINOV

Abstract. In this paper we develop general techniques for structures
of computable real numbers generated by classes of total computable
(recursive) functions with special requirements on basic operations in
order to investigate the following problems: whether a generated structure
is a real closed �eld and whether there exists a computable copy of a
generated structure. We prove a series of theorems that lead to the result
that there are no computable copies for En-computable real numbers,
where En is a level in Grzegorczyk hierarchy, n ≥ 3. We also propose a
criterion of computable presentability of an archimedean ordered �eld.

Keywords: computable analysis, computability, index set, computable
model theory, complexity.

1. Introduction

In the framework of computable model theory originated in [14, 17, 5] there have
been investigated conditions on the existence of computable copies for countable
homogeneous boolean algebras [1, 16], for superatomic boolean algebras [8], for
ordered abelian groups [10] among others and established several negative results
for archimedean ordered �elds [15, 12]. Nevertheless, till now there where no natural
criteria on the existence of computable presentations of ordered �elds even in an
archimedean case. In this paper we try to �ll this gap.
We are also going dipper to revile relations between a class of computable (recursive)

functions K and structures K̃ and K∗ of computable real numbers generated by
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K corresponding Cauchy approximations and sign-digit expansions. We propose

natural restrictions on a class K under which the structures K̃ and K∗ coincide.
We also revile requirements on K when K∗ is a real closed �eld.

Further we investigate a natural problem whether there exist computable copies
of generated structures for popular classes of computable functions such as the
Grzegorczyk classes En, n ≥ 3. We establish that the corresponding real closed
�elds do not have computable copies. In order to do that we develop techniques of
index sets and multiplem-completeness. On this way we have to establish a criterion
of m-completeness for tuples of c.e. sets and Σ0

2-sets. From our point of view this
criterion is an interesting result itself and can be used for di�erent purposes.

The paper is organised as follows: Section 2 contains preliminaries and basic

background. In Section 3 we propose the notions of K̃ and K∗ generated structures.

We show under which requirements on K the corresponding generated structures K̃
and K∗ coincide and under which requirements on K the corresponding generated
structure K∗ is a real closed �eld. Further we prove a criterion of the computable
presentability of an archimedean ordered �eld. In Section 4 we de�ne 3-tuple of
index sets (A0, A1, A2) depending on K such that Ai ∈ Σ0

2 with the following
embedding property A0 ⊆ A1 ⊆ A2. In the Theorem 1 we show that if the

corresponding K̃ as a structure, in particular as an abelian group, has a computable
copy then A0 ∪ (A2 \ A1) ∈ Σ0

2. In Sections 4.1, 4.2 and 4.3 we develop techniques
to establish that under natural assumptions on a class K the 3-tuple (A0, A1, A2)
is m-complete in the class of 3-tuples of Σ0

2-sets with the embedding property. It is
well-known that in this case A0∪(A2\A1) ̸∈ Σ0

2 and therefore for the corresponding

K̃ there is no a computable copy. It is worth noting than these classes contain
computable real numbers generated by Grzegorczyk classes, in particular E3 and
beyond.

2. Preliminaries

We refer the reader to [19, 22] for basic de�nitions and fundamental concepts of
recursion theory, [11, 23] for computable analysis, [7] for computable model theory,
[9, 18] for Grzegorczyk classes En, n ≥ 2, of computable (recursive) functions. We
recall that, in particular, φe denotes the partial computable (recursive) function
with an index e in the Kleene numbering. For simplicity of descriptions we identify
a function with its graph. We also use notationsWe = dom(φe),We = ω \We, πe =
im(φe), c : ω

2 → ω for Cantor numbering of pairs and l : ω → ω, r : ω → ω for the
corresponding functions such that n = c(l(n), r(n)). We �x the set BF of standard
basic functions λx.0, s(x) and Inm, where I

n
m(x1, . . . , xn) = xm for 1 ≤ m ≤ n and

denote the total computable numerical functions as T and Tot = {n | φn ∈ T}. We
�x the following computable numbering q : ω → Q of the rational numbers:

for m ≥ 0, k > 0 :

q(2c(m, k)) = +
m

k
,

q(2c(m, k) + 1) = −m
k
,

q(c(m, 0)) = q(c(m, 1)) = m and

q(l) = 1 for the rest arguments l.
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When it is clear from a context we use the notation qn for q(n). We denote I =
{2c(m, k) | m ∈ ω, k ∈ ω and m

k is irriducible} ∪ {2c(m, k) + 1 | m ∈ ω, k ∈
ω and m

k is irriducible} ∪ {c(m, 0) | m ∈ ω}. For tuples z1 . . . , zk of numbers or
functions we use the notation z̄ when it is clear from a context. For the positive
rational numbers we use the notation Q+ = {q ∈ Q | q > 0}, for the dyadic numbers
we use the notation Dyad = { m

2i+1 | m ∈ Z, i ≥ 0} and B(α, r) = {x ∈ R | |x−α| <
r}, for an open ball with the center α ∈ R and the radius r ∈ R+.

2.1. Computable Presentations. We say that a structure A = ⟨A, σ⟩ with a
�nite language σ admits a computable presentation (copy) if there is a numbering
ν : ω → A such that the relations and operations from σ including equality are
computable with respect to the numbering ν. The pair (A, ν) is called a computable
structure and the numbering ν is called its computable presentation.

If only operations are computable with respect to the numbering ν, a structure
(A, ν) is called a numbered (e�ective) algebra.

2.2. Grzegorczyk classes. In this paper we use the following properties of En for
n ≥ 2:

(1) Every class contains BF and the functions +, ·, c(x, y), l(x), r(x).
(2) Every class is closed under composition and the standard bounded recursion

scheme.
(3) Ritchie's characterisation of E2 [18]: f ∈ E2 if and only if an computation

on some TM of f(x1, . . . , xm) requires the number of cells bounded from

above by cf ·
∑m
i=1

(
L(xi) + 1

)
, where L(x) is the word length in binary

notation of the number x.

3. Generated Computable Reals

3.1. De�nitions. Let K be a class of total numerical functions. We associate with
K the classes

K{0,1,2} = {f ∈ K | im(f) ⊆ {0, 1, 2} and f is a unary function}
and

K1 = {f | f ∈ K and f is a unary function}.
Let us de�ne a subset K∗ of the computable real numbers as follows:

x ∈ K∗ ↔ (∃ϕ ∈ K1)(∀n ∈ ω)|qϕ(n) − x| <
1

2n
.

We proceed with the de�nition of the corresponding subset K̃ of the computable
real numbers. For f ∈ K{0,1,2} let us denote

f̄ =

∞∑
i=0

f(i)− 1

2i+1
.

Then we de�ne
K̃ = {m+ f̄ | m ∈ Z, f ∈ K{0,1,2}}.

One of the trivial examples, where K is the set of the almost constant functions

illustrates that in general K∗ ̸= K̃. Indeed, in this case the generated class K∗

coincides with Q while K̃ coincides with Dyad. Below we will show under which

requirements on K we have K∗ = K̃.
In this paper we use requirements Req on K:
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Req 1 it contains the basic functions BF, and λx.2x,
Req 2 it is closed under composition and =∗, i.e., if f ∈ K1 and g =∗ f then

g ∈ K1, where

g =∗ f ↔ (∃n ∈ ω)(∀m ≥ n) g(m) = f(m),

Req 3 it contains computable functions Add : ω × ω → ω, Mult : ω × ω → ω and
Inv : ω → ω such that

∀n∀mqn + qm = qAdd(n,m),

∀n∀mqn · qm = qMult(n,m),

∀n (qn)−1 = qInv(n) if qn ̸= 0.

Assume K satis�es Req, for all n, m ∈ ω, Add(n,m), Mult(n,m), Inv(n) ∈ I,
where the set I is de�ned in Preliminaries and

Req 4 it is closed under the following bounded primitive recursion scheme:
if α g, ψ ∈ K and f is de�ned by

f(x̄, y) =

{
α(x̄) if y = 0
ψ(x̄, y, f(x̄, y − 1)) if y ≥ 1

and

f(x̄, y) ≤ g(x̄, y)
then f ∈ K.

Then we tell that K satis�es the requirements Req∗.

Lemma 1. Let K satisfy the requirements Req∗and contain +, ·, λx.2x then

• all constant functions are in K.
• c(x, y), l(x), r(x) ∈ K.
• Let

g(n,m) =

 2 if qn < qm
1 if qn = qm
0 if qn > qm.

Then g ∈ K.

Lemma 2. Let K satisfy the requirements Req and ϕ′ ∈ K1 such that, for a real
number x, (∃N ∈ ω)(∀n ≥ N)|qϕ′(n) − x| < 1

2n . Then there exists ϕ ∈ K1 such that

(∀n ∈ ω)|qϕ(n) − x| < 1
2n , in other words, x ∈ K∗.

3.2. When K̃ = K∗.

Proposition 1. Let K satisfy the requirements Req∗and contain +, ·, λx.2x then

K̃ = K∗.

Proof. First we show that K̃ ⊆ K∗. W.l.o.g. we assume f ∈ K{0,1,2} and x = f̄ . It
is clear that a required function ϕ ∈ K can be de�ned by

qϕ(n) =

n∑
i=0

f(i)− 1

2i+1
.

The numerator of this fraction is bounded by above by 2n+1−1 and the denominator
is 2n+1. It is worth noting that the number of a rational q, where |q| = i

j is
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bounded from above by 2c(i, j) + 1. By de�nition λx.2x ∈ K and K is closed
under composition so by Lemma 1 ϕ(n) is bounded from above by some function
from K. We have that ϕ ∈ K and x ∈ K∗.

To show that K̃ ⊇ K∗ w.l.o.g we assume that x ∈ [−1, 1] ∩ K∗ and ϕ is given.
We are going to construct simultaneously f ∈ K{0,1,2} such that f̄ = x and a

supporting function ψ ∈ K1 satisfying the equation qψ(n) =
∑n
i=0

f(i)−1
2i+1 . For that

using bounded primitive recursion scheme we construct a function h ∈ K that
satis�es h(i) = c(f(i), ψ(i)) and �nally permits us to de�ne f ∈ K{0,1,2} such as
f(i) = l(h(i)). Denote Jn = [qϕ(n)− 1

2n , qϕ(n) +
1
2n ]. In our construction we want to

meet the following properties:

• qψ(n) =
∑n
i=0

f(i)−1
2i+1 ,

• qψ(n+1) = qψ(n) +
f(n+1)−1

2n+2 and
• in the case study:

� if qψ(n) > Jn+3 then f(n+ 1) = 0,
� if qψ(n) ∈ Jn+3 then f(n+ 1) = 1,
� if qψ(n) < Jn+3 then f(n+ 1) = 2.

We de�ne f(0) and ψ(0) as follows:

• if 0 > J2 then f(0) = 0, qψ(0) = − 1
2 ,

• if 0 ∈ J2 then f(0) = 1, qψ(0) = 0,

• if 0 < J2 then f(0) = 2, qψ(0) =
1
2 .

Before formality let us note that the properties above guarantee f̄ = x. Indeed,
by induction we show that (∀n ∈ ω)|x− qψ(n)| ≤ 1

2n+1 .
For n = 0 it follows from the de�nition of f(0), ψ(0) and the assumption that
x ∈ [0, 1]. For the inductive transition n→ n+ 1 we consider three cases:

• If qψ(n) > Jn+3 then qψ(n+1) = qψ(n) − 1
2n+2 . By induction assumption,

|x− qψ(n)| ≤ 1
2n+1 , therefore |x− qψ(n+1)| ≤ 1

2n+2 .

• If qψ(n) < Jn+3 the qψ(n+1) = qψ(n) +
1

2n+2 . By induction assumption,

|x− qψ(n)| ≤ 1
2n+1 , therefore |x− qψ(n+1)| ≤ 1

2n+2 .
• If qψ(n) ∈ Jn+3 then qψ(n+1) = qψ(n). In this case the length of Jn+3 is

equal to 1
2n+2 . We have x and qψ(n+1) ∈ Jn+3, so |x− qψ(n+1)| ≤ 1

2n+2 .

Therefore f̄ = x.
We de�ne h as follows: First h(0) = c(f(0), ψ(0)). Assume h(n) is already

constructed. First we �nd e ∈ {0, 1, 2} by the following rules:

• if qr(h(n)) > Jn+3 then e = 0,
• if qr(h(n)) ∈ Jn+3 then e = 1,
• if qr(h(n)) < Jn+3 then e = 2.

Then we �nd d0, d1, d2 ∈ K according the following rules: e−1
2n+1 = qde(n). After that

we have the scheme l(h(n + 1)) = e, r(h(n + 1)) = Add(r(h(n)), de(n)). Finally,
h(n+1) = c(e,Add(r(h(n)), de(n))) and f(n) = l(h(n)). It is clear that the de�ned
function f meets the required properties. The same as in the proof of the inclusion

K̃ ⊆ K∗ it is easy to see that ψ is bounded from above by a function from K.
The function f is bounded from above by λx.2. So by Lemma 1 h is bounded from
above by a function from K. Finally, f ∈ K. □

We propose to use the phrase 'x is a K-number' when K̃ = K∗ and x ∈ K∗

since in this case di�erent intuitive approaches such as Cauchy approximations and
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sign-digit expansions give exactly the same set of computable reals. In particular,
below we mention En-numbers in some results.

3.3. When K∗ is a real closed �eld.

Remark 1. If K satis�es the requirements Req then Q ⊆ K∗. As an example: let
−1 = qα for some α then the constant function λx.α ∈ K so −1 ∈ K∗. The same
holds for any q ∈ Q.

Let f : ω → ω be a computable function. The sequence {qf(n)}n∈ω is called fast

Cauchy if |qf(n+1) − qf(n)| ≤ 1
2n for n > 0.

Lemma 3. If K satis�es the requirements Req and x ∈ K∗ then there is a function
f ∈ K1 such that {qf(n)}n∈ω is a fast Cauchy sequence converging to x such that

|x− qf(n)| < 1
22n for all n ∈ ω.

Proof. Indeed, since x ∈ K∗ there exists f∗ ∈ K1 such that |x− qf∗(n)| < 1
2n . Then

put f(n) = f∗(2n). The sequence {qf(n)}n∈ω is fast Cauchy one since

|qf(n+1) − qf(n)| <
1

22n
+

1

22(n+1)
<

1

2n

for n > 0. □

Proposition 2. Let K satisfy the requirements Req. Then (K∗,+, ·,≤) is a �eld.

Proof. Let |x| < A and |y| < A for x, y ∈ K∗ and |x−qf(n)| < 1
22n , |y−qg(n)| <

1
22n

for f, g ∈ K1 that exist by Lemma 3. We show that K∗ contains their product.
Indeed, |x · y− qf(n) · qg(n)| < A · 1

22n + (A+ 1
22n ) ·

1
22n < 1

2n where n > N for some
large N . By de�nition, qf(n) · qg(n) = qMult(f(n),g(n)). Since x · y is a real number

there exists a sequence {qis}s≤N such that |x · y − qis | < 1
2s for s ≤ N . Then we

de�ne a new function as follows:

χ(n) =

{
Mult(f(n), g(n)) if n > N
is if n ≤ N.

By de�nition for all n ∈ ω we have |x · y − qχ(n)| < 1
2n and χ =∗ Mult(f, g). So

χ ∈ K1 and de�nes x · y.
For addition it is even easier: since |x + y − (qf(n) + qg(n))| < 1

22n + 1
22n ≤

1
2n

for n > 0 the function η = Add(f, g) de�nes x+ y and belongs to K1. For inverses
elements: −x = −1 · x. Then let x ̸= 0, x ∈ K∗ and |x − qf(n)| < 1

22n for f ∈ K1

that exists by Lemma 3. Since there is B ∈ Q+ such that |x| > B > 0 without loss
of generality we can assume that qf(n) ̸= 0 for all n ∈ ω or use the construction as
for product. We have

|x−1 − (qf(n))
−1| =

|x− qf(n)|
|x| · |qf(n)|

<
1

22n
·B−1 · (B +

1

22n
)−1 <

1

2n

for n > M for some large M . And now we use a construction as for product.
□

Proposition 3. Let K satisfy the requirements Req∗and contains λx.2x. Then
(K∗,+, ·,≤) is a real closed �eld.
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Proof. The claim that K∗ is a �eld follows from Proposition 2. To complete the
proof, we show that the real roots of unitary polynomials with coe�cients in K∗

are also in K∗. Assume contrary that there exists a unitary polynomial p(x) =∑n
i=0 aix

i ∈ K∗[x] of a minimal degree which has a root x0 in R but not in K∗.
The polynomial p does not have multiple roots since in opposite case it is possible
to compute g = G.C.D.(p(x), p′(x)) and h = p

q which are in K∗[x]. The polynomial

h has exactly the same roots as p and deg(h) ≤ deg(p) however h does not have
multiple roots. Therefore since an = 1 the coe�cients ā = (a0, . . . , an−1) of p satisfy
the following formula:

Ψ(ā) = Ψ1(ā) ∨Ψ2(ā),

where

Ψ1(ā) ⇋ ∃A∃B ∃c > 0∃ϵ > 0
(
A < B ∧ p(A) < −ϵ∧ p(B) > ϵ∧∀x ∈ [A,B] c > p′(x) > ϵ

)
and

Ψ2(ā) ⇋ ∃A∃B ∃c < 0∃ϵ < 0
(
A < B∧p(A) > −ϵ∧ p(B) < ϵ∧∀x ∈ [A,B] c < p′(x) < ϵ

)
.

It is clear that the sets de�ned by Ψ1(ā) and Ψ2(ā) are not overlapping. W.l.o.g. we
assume R |= Ψ1(ā). By continuity arguments, we can chose some A, B, ϵ > 0, c > 0 and

balls B(ai, ri), i = 1, . . . , n − 1, such that |B − A| < 1 and for all b̄ ∈
∏n−1
i=0 B(ai, ri),

where b̄ = (b0, . . . , bn−1) and bn = 1, we have

n∑
i=0

biA
i < −ϵ ∧

n∑
i=0

biB
i > ϵ ∧ (∀x ∈ [A,B]) c >

n∑
i=1

i · bi · xi−1 > ϵ.

Now we are going to show that x0 being a unique root in [A,B] belongs to K∗. For that
we �x m and the precision 1

2m
assuming that m is quite large. Our goal is to construct a

function ψ ∈ K1 such that ym = qψ(m) and |x0−ym| < 1
2m

form≫ 1. Since ai ∈ K∗ there

exists ϕi ∈ K1 such that for all s ∈ ω, |ai − qϕi(s)| <
1
2s
. Put s = 3m and bi = qϕi(3m).

Then bi ∈ B(ai, ri) ∩ Q, i ≤ n − 1, for m ≫ 1 and for all m ∈ ω, |bi − ai| ≤ 1
23m

. Let

p̃(x) =
∑n
i=0 bix

i. Since b̄ satis�es the formula Ψ1, the polynomial p̃(x) has a unique root
z in [A,B]. We show that z ∈ K∗, i.e., we construct a function ϕ ∈ K such that for all
k ∈ ω, |z − qϕ(m,k)| < 1

2k
. We describe the standard bisection method for �nding the root

z of p̃ on [A,B]. Let

qϕ(m,0) =
A+B

2
.

Assume ϕ(m, k) is already constructed. Then we de�ne ϕ(m, k+1) by the following rules:

• if p̃(qϕ(m,k)) = 0 then ϕ(m, k + 1) = ϕ(m, k),

• if p̃(qϕ(m,k)) > 0 then ϕ(m, k + 1) = ϕ(m, k)− B−A
2k+2 ,

• if p̃(qϕ(m,k)) < 0 then ϕ(m, k + 1) = ϕ(m, k) + B−A
2k+2 .

By induction it is straightforward that for all k ∈ ω, |z − qϕ(m,k)| < |B−A|
2k+1 . The function

ϕ(m, k) is constructed by the recursive scheme. Let us show that ϕ(m, k) is bounded. It is
clear that the endpoints of the interval with the center qϕ(m,k) and the radius B−A

2k+1 , where

A = d1
l
and B = d2

l
, have a form

2kd1 + (d2 − d1) · i · l
2k · l

for appropriate i ≤ 2k. Therefore qϕ(m,k) has a form

2k+1d1 + (d2 − d1) · (2i+ 1) · l
2k+1 · l
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and it is clear that ϕ(m, k) is bounded by some function from K and therefore ϕ ∈ K. Let
us de�ne ψ(m) = ϕ(m, 4m). Since for all x ∈ [A,B] we have |p̃′(x)| > ϵ > 0, by the mean
value theorem p̃(q)− p̃(z) = p̃′(θ)(q − z) for some θ ∈ [A,B]. Put ym = qψ(m). Then

| p̃(ym) |=| p̃(qψ(m)) |≤
c

24m
<

1

23m

for m ≫ 1. We show that ym = qψ(m) is required. Let M ∈ Q+ be a bound on ai, A,

B and ϵ, i.e., |ai| < M for 0 ≤ i ≤ n, |A| < M , |B| < M and 1
ϵ
< M . One can assume

that m is su�ciently big , i.e., 2m > Mn + · · · + 1 =
∑n
i=0M

i. It is worth noting that

2m · ϵ > 1 and we already establish above | bi − ai |< 1
23m

. So for all x, y ∈ [A,B] we

have | p(y)− p̃(y) |< (1 + · · ·+Mn) · 1
23m

. As a corollary for y = ym taking into account

p̃(ym) < 1
23m

we get

| p(ym) |≤ 1

23m
· (1 + . . . |y|n) ≤ 1

23m
· 2m =

1

22m
.

By the mean value theorem, for all x, y ∈ [A,B] there exists θ ∈ [A,B] such that p(x)−
p(y) = (x− y) · p′(θ). If x0 is the root of p in the interval [A,B] and ym = qψ(m) then

|x0 − ym| ≤ |p(y)|
ϵ

<
1

22m
· 2m ≤ 1

2m
for m≫ 1.

So ym ∈ Q is an approximation of the root x0 with the precision 1
2m

for m ≫ 1. By
Lemma 2, x0 ∈ K∗, a contradiction. □

Corollary 1. Let K satisfy the requirements Req∗and contain λx.2x. Then the
set of K-numbers forms a real closed �eld.

Corollary 2. For n ≥ 3 the set of En�numbers forms a real closed �eld.

Remark 2. It is worth noting that Proposition 3 is closely related to well-known
K. Ko's Theorem on real closedness of the polynomial time computable real numbers
however this result is not particular case of our proposition. At the same time
the particular case when K is the set of all primitive recursive functions has been
considered by P. Hertling (handwritten notes) and it has been proven by him that
the primitive recursive real numbers is a real closed �eld.

3.4. Criterion of Computable Presentability of Archimedean Ordered

Fields. Let L = (L,≤) be linearly ordered and Q ⊆ L. Assume µ : ω → L is
a numbering. With L we associate 2 families of non-strict Dedekind cuts:

Ak = {n | qn ≤ µ(k)}
Bk = {n | qn ≥ µ(k)}

and naturally de�ne Sk = Ak ⊕Bk = {2n | n ∈ Ak} ∪ {2n+ 1 | n ∈ Bk} and SL =
{Sk | k ∈ ω}. The family SL is endowed with the standard numbering β(k) = Sk.
The following proposition provides a criterion of computable presentability of an
archimedean ordered �eld.

Proposition 4. Let F = (F,+, ·,≤) be an archimedean ordered �eld, µ : ω → F be
its numbering such that (F, µ) is an e�ective algebra. Then (F, µ) is a computable
copy if and only if the family (SF , β) is computable.

Proof. The claim → follows from the observation that if the numbering µ is
a computable presentation of an ordered �eld F then µ ≥ q, i.e., qn = µ(h(n)) for
a computable function h : ω → ω and the family (SF , β) is computable.
For the claim ← we assume that (SF , β) is computable. Let 0 = qi and −1 = µ(a)
for some a ∈ ω. So the substraction is de�ned as µ(n)−µ(m) = µ(n)+µ(a) ·µ(m).
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It is clear that µ(n) = µ(m) i� µ(n) − µ(m) = µ(k) ∧ 2i ∈ Sk ∧ 2i + 1 ∈ Sk and
x ̸= 0 i� (∃y) y ·x = 1. Therefore equality is computable. It is easy to see that order
is also computable. Indeed,

µ(n) < µ(m) i� (∃k)(∃l)µ(n) ≤ qk < ql ≤ µ(m),

µ(n) ≤ µ(m) i� µ(n) < µ(m) ∨ µ(n) = µ(m),

µ(n) ̸≤ µ(m) i� µ(m) < µ(n).

□

Corollary 3. Let K satisfy the requirements Req and µ : ω → K∗ be its numbering
such that (K∗, µ) is an e�ective algebra. Then (K∗, µ) is a computable copy if and
only if the family (SK∗ , β) is computable.

4. Index sets vs. Computable Presentability

In this section we assume AC denotes the almost constant functions, i.e., AC =
{f : ω → ω | (∃c ∈ ω)(∃x ∈ ω)(∀y > x)f(y) = c } and AC ⊆ K.

De�nition 1. Suppose K is a class of total computable numerical functions, K̃ is

the set of reals generated by K. Then we associate with K a structure (K̃, σstr) =

(K̃, 0, Q3
+, Q

3
−,≤), where

K̃ |= Q3
+(x, y, z)↔ x+ y ≤ z

K̃ |= Q3
−(x, y, z)↔ x+ y ≥ z.

It is easy to see that if a structure K̃ has a computable copy (K̃, µ), then the
graph of addition is computable and the set µ−1(Dyad) is computably enumerable:

µ(n) ∈ Dyad↔ (∃k ∈ ω)(∃l ∈ Z) 2k · µ(n) + l = 0.

To proceed further we de�ne index sets:

A0 = {n | πn ⊆ {0, 1, 2} ∧ n ̸∈ Tot},
A1 = {n | πn ⊆ {0, 1, 2} ∧ (n ̸∈ Tot ∨ φn ∈ AC)},
A2 = {n | πn ⊆ {0, 1, 2} ∧ (n ̸∈ Tot ∨ φn ∈ K ′)} =

{n | πn ⊆ {0, 1, 2} ∧ (n ̸∈ Tot ∨ φn ∈ K̃)}

where K ′ = {φn | φn ∈ K̃ ∩ [−1, 1]}.

Theorem 1. Suppose K is a class of total computable numerical functions. If the

structure (K̃, σstr) generated by K has a computable presentation then A0 ∪ (A2 \
A1) ∈ Σ0

2.

Proof. Let µ : ω → K̃ be a computable presentation. Since the set E = {n | −1 ≤
µ(n) ≤ 1} is computable, there exists a computable function h such that im(h) = E

and µ̃ = µ ◦ h is a computable numbering of K̃ ∩ [−1, 1]. Assume x = µ̃(n). Now
we construct a map ν : ω → T by induction:

ν(n)(0) = 1

ν(n)(s+ 1) =

 0 if x < xs
1 if x = xs
2 if x > xs,
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where xs =
∑
i≤s

ν(n)(i)−1
2i . Since |xs − x| ≤ 1

2s , |xs+1 − x| ≤ 1
2s+1 . From AC ⊆ K

it follows that xs ∈ K̃. We have the following properties: ν(n) is total, ν(n) ∈ T
and ν(n) provides a sign-digit representation of x. It is worth noting that Dyad is

Σ0
1�relation on K̃ and for any f : ω → {0, 1, 2} it holds that f ∈ AC ↔ f̄ ∈ Dyad

(see c.f. [11]). As a corollary, Y = {n | ν(n) ∈ AC} is computably enumerable. Now
we show that A0 ∪A2 \A1 ∈ Σ0

2. Let us note that

n ∈ A0 ∪ (A2 \A1)↔

n ∈ A0 ∨
(
n ∈ A2 ∧

(
(∃m ∈ ω \ Y ) ν(m) = φn ∨ n ̸∈ Tot

))
.

We have the following:

• The relation n ̸∈ Y is Π0
1.

• The relation ν(m) = φn is Π0
1. It follows from the following observations.

Let

Φ(f, g) ⇋ (∃s > 0)
∣∣∣ s∑
k=0

f(k)− 1

2k+1
−

s∑
k=0

g(k)− 1

2k+1

∣∣ > 1

2s−1
.

Then for f, g ∈ T{0,1,2}, f ̸= g ↔ Φ(f, g). So, ν(m) = φn ↔ ¬Φ(ν(m), φn).
• The relation n ∈ A2 is Σ0

2 since

n ∈ A2 ↔ n ̸∈ Tot ∨ (∃m ∈ ω)¬Φ(ν(m), φn).

• The relation n ̸∈ Tot is Σ0
2.

Therefore A0 ∪ (A2 \A1) ∈ Σ0
2. □

It is worth noting that the same proof is valid when one consider just a computable

presentation µ of a linear ordered (K̃,≤) with the requirement that µ ≥ q.

4.1. Criterion ofm-completeness for tuples of Σ0
1 and Σ0

2 sets. In this section
for s ≥ 1 we consider s-tuples (A0, . . . , As−1), where either all Ai are Σ

0
1-sets or all

Ai are Σ0
2�sets.

For uniformity of a presentation we introduce a symbol l where l ∈ {1, 2}, a
relation ∼l on sets and an oracle zl that have the following interpretation. If l = 1
then A ∼l B means that A and B are equal and the oracle zl = ∅. If l = 2 then
A ∼l B means that (A \ B) ∪ (B \ A) is �nite, i.e., A and B are almost equal,
denoted A =∗ B. The oracle zl = Kw, where Kw = {n | φn(n) ↓} or could be any
creative set. We generalise ideas of the criterion of m-completeness of Σ0

1-sets and
Σ0

2-sets in [2] to �t m-completeness of s-tuples of Σ0
1-sets and Σ0

2-sets that requires
modi�cations of concepts and de�nitions.

De�nition 2. Let (A0, . . . , As−1) and (B0, . . . , Bs−1) be s-tuples of subsets of ω.
We say that (A0, . . . , As−1) is m-reducible to (B0, . . . , Bs−1) ((A0, . . . , As−1) ≤m
(B0, . . . , Bs−1)) if there exists a computable function f such that f−1(Bi) = Ai for
all 0 ≤ i < s.

De�nition 3. Let A belong to a class L, where L ⊆ (Σ0
n[ω])

s. We say that A is
m-complete in the class L if any element from this class is m-reducible to it.

Remark 3. It is well known (see c.f. [3]) that given any (partial) Σ0
2-function

f one can e�ectively construct a total computable function F such that (∀x ∈
dom(f))Wf(x) =

∗ WF (x), moreover φf(x) =
∗ φF (x).
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De�nition 4. Let (F0, . . . , Fs−1) be an s-tuple of functions, where Fi : ω
s → ω,

0 ≤ i ≤ s−1 and (A0, . . . , As−1) be an s-tuple of Σ
0
l -sets. We say that (F0, . . . , Fs−1)

is m-reducible to (A0, . . . , As−1), denoted as (F0, . . . , Fs−1) ≤m (A0, . . . , As−1), if
there exist computable functions h : ωs → ω, ai : ω

s → ω, bi : ω
s → ω, 0 ≤ i ≤ s−1,

such that

Fi(x̄) =

{
ai(x̄) if h(x̄) ∈ Ai
bi(x̄) if h(x̄) ̸∈ Ai.

It is easy to see that this de�nition is a generalisation of the corresponding de�nition
from [3].

Lemma 4. For s-tuples X and A of Σ0
l -sets if (F0, . . . , Fs−1) ≤m (X0, . . . , Xs−1)

and (X0, . . . , Xs−1) ≤m (A0, . . . , As−1) then (F0, . . . , Fs−1) ≤m (A0, . . . , As−1).

Proposition 5. (Smullyan's Fixed Point Theorem)[21] Let λ0, . . . , λs−1 be partial
computable functions of arity n+ s. Then there exist computable functions

h0, . . . , hs−1

of arity n such that the following equality simultaneously holds

φλi(z̄,h̄(z̄)) = φhi(z̄)

for all 0 ≤ i ≤ s − 1 and for all z̄ under the standard agreement: if the index in
the left part of the equality is unde�ned then the function on the right is unde�ned
anywere.

Proposition 6. Let (A0, . . . , As−1) be a s-tuple of Σ0
l -sets. The following claims

are equivalent.

(1) (A0, . . . , As−1) is m-complete in the class of s-tuples of Σ0
l -set.

(2) There exists a computable function (its productive function) H : ωs → ω
such that for all x0, . . . xs−1 ∈ ω

H(x0, . . . xs−1) ∈
s−1⋂
i=0

(
(Ai ∩W zl

xi
) ∪ (Ai ∩W

zl
xi
)
)
.

(3) There exists a s-tuple of functions (F0, . . . , Fs−1), where Fi : ωs → ω,
0 ≤ i < s, such that
(a) (F0, . . . , Fs−1) ≤m (A0, . . . , As−1),
(b) WFi(x̄) ̸∼l Wxi for all 0 ≤ i < s and for all x̄.

(4) There exists a s-tuple of functions (F0, . . . , Fs−1), where Fi : ωs → ω,
0 ≤ i < s, such that
(a) (F0, . . . , Fs−1) ≤m (A0, . . . , As−1),
(b) φFi(x̄) ̸∼l φxi

for all 0 ≤ i < s and for all x̄.

Proof. 1) ↔ 2). For l = 1 the equivalents of the statements can be found in [6].
The existence of m-complete s-tuple of computably enumerable sets has been also
established there. For l = 2 we only need a relativisation to the oracle z2 which also
could be found in [6].
1)→ 3). Without loss of generality we assume s = 3.
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Case 1: l=1. First we take the following m-complete 3-tuple:

X0 = {n | φn(0) ↓},
X1 = {n | φn(1) ↓},
X2 = {n | φn(2) ↓}.

Further on by By Lemma 4 the considerations below will hold for any m-complete
3-tuple. By Graph theorem [19] we construct a computable sequence

B = {Bx0x1x2}x0x1x2∈ω

of partial computable functions such that

Bx0x1x2
(i) = φxi

(i) if i = 0, 1, 2

Bx0x1x2(k) ↑ if k > 2.

Then there exists a computable function h : ω3 → ω such that

Bx0x1x2
= φh(x0,x1,x2).

By de�nition of B we have h(x0, x1, x2) ∈ Xi ↔ xi ∈ Xi for i ≤ 2. To �nish the
construction of Fi we take ai and bi for i ≤ 2 as follows.

a0 = a1 = a2 is an index of ⊥,
b0 is an index of the function {< 0, 0 >},
b1 is an index of the function{< 1, 0 >},
b2 is an index of the function{< 2, 0 >},

We de�ne for i ≤ 2

Fi(x̄) =

{
ai if h(x̄) ∈ Xi

bi if h(x̄) ̸∈ Xi.

By construction (F0, F1, F2) is m-reducible to (X0, X1, X2). Let us show that

WFi(x̄) ̸=Wxi
.

Fix i and consider two cases:

• Assume h(x̄) ∈ Xi. Since Fi(x̄) = ai,WFi(x̄) = ∅. At the same timeWxi
̸= ∅

since xi ∈ Xi and φxi
(i) ↓.

• Assume h(x̄) ̸∈ Xi. Since Fi(x̄) = bi, φbi(i) ↓ and i ∈ WFi(x̄) ̸= ∅. At the
same time φxi(i) ↑, i.e., i ̸∈Wxi .

Therefore (F0, F1, F2) is a required 3-tuple.
Case 2: l=2. First we take the following 3-tuple:

Z0 = {n |Wn ∩ 3ω is �nite},
Z1 = {n |Wn ∩ (3ω + 1) is �nite},
Z2 = {n |Wn ∩ (3ω + 2) is �nite}.

By analogy to the case 1 we chose h : ω3 → ω such that for all x̄ = (x0, x1, x2) and
every k ∈ ω we have φh(x̄)(3k+ i) = φxi(3k+ i) for i ≤ 2. To �nish the construction
of Fi we take ai and bi for i ≤ 2 as follows.



ON THE COMPUTABILITY OF ORDERED FIELDS 1353

a0 = a1 = a2 is an index of constant zero function,

b0 = b1 = b2 is an index of ⊥.

We de�ne for i ≤ 2

Fi(x̄) =

{
ai if h(x̄) ∈ Zi
bi if h(x̄) ̸∈ Zi.

By construction (F0, F1, F2) is m-reducible to (Z0, Z1, Z2).
Let us show that WFi(x̄) ̸=∗ Wxi

. Fix i. Assume contrary WFi(x̄) =∗ Wxi
and

consider two cases:

• Let h(x̄) ∈ Zi. Since Fi(x̄) = ai,WFi(x̄) = ω. At the same timeWxi∩(3ω+i)
is �nite from the choice of h and �niteness ofWh(x̄)∩(3ω+i), a contradiction.
• Let h(x̄) ̸∈ Zi. Since Fi(x̄) = bi, WFi(x̄) = ∅. By assumption, Wxi

is
�nite. At the same time Wxi

∩ (3ω + i) is in�nite from the choice of h
and in�niteness of Wx̄ ∩ (3ω + i), a contradiction.

Therefore (F0, F1, F2) is a required 3-tuple.
3) → 4). The implication is straightforward since φFi(x̄) ̸∼l φxi follows from
WFi(x̄) ̸∼l Wxi .
4) → 2). Without loss of generality we assume s = 3. The following construction
is uniform for both l. First for i ≤ 2 we de�ne functions Gi and Ti which are
computable with the oracle zl:

Gi(x̄, ȳ) =

{
bi(ȳ) if h(ȳ) ∈W zl

xi

↑ if h(ȳ) ̸∈W zl
xi
,

Ti(x̄, ȳ) =

{
ai(ȳ) if h(ȳ) ∈ Ai
↑ if h(ȳ) ̸∈ Ai.

By Reduction principle for function graphs [19] we �nd a function Ei(x̄, ȳ) with
the following properties:

• Ei(x̄, ȳ) is computable with the oracle zl, therefore for some computable
function gi : ω3 → ω, Ei(x̄, ȳ) = K4,zl(gi(x̄), ȳ), where K

4,zl is Kleene
universal function for 3-arity functions computable with the oracle zl.

• If h(ȳ) ∈W zl
xi
\Ai then Ei(x̄, ȳ) = bi(ȳ). If h(ȳ) ∈ Ai \W zl

xi
then Ei(x̄, ȳ) =

ai(ȳ).

If l = 1 by Proposition 5 for i < 3 there exist three computable functions n0, n1, n2 :
ω3 → ω such that

φK4(gi(x̄),n0(ḡ(x̄)),n1(ḡ(x̄)),n2(ḡ(x̄))) = φni(ḡ(x̄)).

If l = 2 there exist three computable functions n0, n1, n2 : ω3 → ω such that

φK4,z2 (gi(x̄),n0(ḡ(x̄)),n1(ḡ(x̄)),n2(ḡ(x̄))) =
∗ φni(ḡ(x̄))

under the condition that K4,z2(gi(x̄), n̄(ḡ(x̄))) ↓. The last statement requires more
details which we show below. It is easy to see that, for i ≤ 2, fi(z̄, ȳ) ⇋ K4,z2(zi, ȳ)
is Σo2-function. Therefore by Remark 3 there exist computable functions λi such
that for (z̄, ȳ) ∈ dom(fi)

φfi(z̄,ȳ) =
∗ φλi(z̄,ȳ).
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By Proposition 5,

φλi(z̄,n̄(z̄)) = φni(z̄).

Therefore

φfi(z̄,n̄(z̄)) =
∗ φni(z̄)

for (z̄, n̄(z̄)) ∈ dom(fi). Now we are ready do de�ne H : ω3 → ω:

H(x̄) = h(n0(ḡ(x̄)), n1(ḡ(x̄)), n2(ḡ(x̄))).

Let us show that H(x̄) = h(n0(ḡ(x̄)), n1(ḡ(x̄)), n2(ḡ(x̄))) is a required computable
function. Assume contrary that for some x0, x1 and x2

H(x0, x1, x2) ̸∈
(
(Ai ∩W zl

xi
) ∪ (Ai ∩W

zl
xi
)
)

for some i ∈ {0, 1, 2}. We have two cases:

(a) H(x̄) ∈ Ai \W zl
xi

(b) H(x̄) ∈W zl
xi
\Ai.

It is worth noting that in both cases K4,zl(gi(x̄), n̄(ḡ(x̄))) ↓. In the case (a),

φFi(n̄(ḡ(x̄))) = φai(n̄(ḡ(x̄))) by the de�nition of Fi,

φai(n̄(ḡ(x̄))) = φK4,zl (gi(x̄),n̄(ḡ(x̄))) by the de�nition of gi,

φK4,zl (gi(x̄),n̄(ḡ(x̄))) = φni(ḡ(x̄)) by the choise of n̄.

This contradicts the condition on Fi. In the case (b),

φFi(n̄(ḡ(x̄))) = φbi(n̄(ḡ(x̄))) by the de�nition of Fi,

φbi(n̄(ḡ(x̄))) = φK4,zl (gi(x̄),n̄(ḡ(x̄))) by the de�nition of gi,

φK4,zl (gi(x̄),n̄(ḡ(x̄))) = φni(ḡ(x̄)) by the choise of n̄.

This contradicts the condition on Fi. Therefore H is a required productive
function. □

4.2. m-complete 3-tuple of Σ0
2-sets. Let us �x the following index sets:

E0 = {n | πn ⊆ {0, 1, 2} ∧
(
φn ∩ ω × {0} =∗ ∅

)
},

E1 = {n | πn ⊆ {0, 1, 2} ∧
(
φn ∩ ω × {1} =∗ ∅

)
},

E2 = {n | πn ⊆ {0, 1, 2} ∧
(
φn ∩ ω × {2} =∗ ∅

)
}.

Using Proposition 6 we show that the 3-tuple (E0, E1, E2) is m-complete in the
class of 3 -tuples of Σ0

2-sets.
In order to de�ne (F0, F1, F2) we �rst take a computable function h : ω3 → ω

such that

φh(x0,x1,x2)(3k) =

{
0 if φx0(k) ↓
↑ otherwise,

φh(x0,x1,x2)(3k + 1) =

{
1 if φx1

(k) ↓
↑ otherwise,

φh(x0,x1,x2)(3k + 2) =

{
2 if φx2

(k) ↓
↑ otherwise.
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Now we pick up appropriate functions ai and bi for i ≤ 2. The functions bi is de�ned
by φbi(x̄)(k) = φxi(k) + 1, where ai is an index of id function. Then we de�ne for
i ≤ 2

Fi(x̄) =

{
ai if h(x̄) ∈ Ei
bi(x̄) if h(x̄) ̸∈ Ei.

Let us show that φFi(x̄) ̸∼2 φxi for i ≤ 2. Without loss of generality it is su�cient
to consider i = 0. Assume h(x̄) ̸∈ E0. Then Wh(x̄) is in�nite and in�nitely often a
value of φh(x̄) is zero. By construction, Wx0

is in�nite. Since for k ∈ ω,

φF0(x̄)(k) = φb0(x̄)(k) = φx0(k) + 1,

there exist in�nitely many k ∈ ω such that φF0(x̄)(k) ̸= φx0(k). As a corollary,
φF0(x̄) ̸=∗ φx0

. Assume h(x̄) ∈ E0. Then φx0
is a �nite function. Since for k ∈ ω,

φF0(x̄)(k) = φa0(x̄)(k) = k,

we have φF0(x̄) ̸=∗ φx0
.

Lemma 5. Let a 3-tuple (E0, E1, E2) be m-complete in the class of 3-tuples of
Σ0

2-set. Then the following 3-tuple

Y0 = E0 ∩ E1 ∩ E2,

Y1 = E1 ∩ E2,

Y2 = E2

is m-complete in the class of 3-tuples (X0, X1, X2) of Σ0
2-set with the additional

condition X0 ⊆ X1 ⊆ X2.

By the choice of (E0, E1, E2) at the beginning of this section we have Y0 ⊆ Y1 ⊆ Y2,
where

Y0 = {n | πn ⊆ {0, 1, 2} ∧Wn is �nite},
Y1 = {n | πn ⊆ {0, 1, 2} ∨ (∃N)(∀k ≥ N)(φn(k) ↓→ φn(k) = 0},
Y2 = {n | πn ⊆ {0, 1, 2} ∨ φn ∩ ω × {2} =∗ ∅

)
}.

Remark 4. It is worth noting that if 3-tuple (Z0, Z1, Z2) is m-complete in the class
of 3-tuple (X0, X1, X2) of Σ

0
2-sets with the additional condition X0 ⊆ X1 ⊆ X2 then

the set Z0 ∪ (Z2 \ Z1) ̸∈ Σ0
2 since this combination is the m-greatest 3-tuple among

the similar combinations of Σ0
2-sets.

4.3. Classes K without computably presentable K̃. Below we list important
restrictions on a class K of total computable numerical functions:

(1) Together with the basic functions BF the class contains +, −. , ·, [x2 ] and
[
√
x].

(2) The class has a computable universal function for all unary functions i.e.
the sequence {Fn}n∈ω of all unary functions from K is computable.

(3) There exists a computable function H : ω → ω such that for all n ∈ ω
im(FH(n)) = {0}∪{x+1 | x ∈Wn}. Moreover, for all i ∈Wn, F−1

H(n)(i+1)

is an in�nite set.



1356 M.V.KOROVINA AND O.V.KUDINOV

(4) It is closed under composition and either under the standard bounded
recursion scheme or the following second bounded recursion scheme: If
α, g, ψ ∈ K and f is de�ned by

f(x̄, y) =

{
α(x̄) if y = 0
ψ(x̄, y, f(x̄, [y2 ])) if y ≥ 1

and

f(x̄, y) ≤ g(x̄, y)
then f ∈ K.

Remark 5. It is worth noting that the class K satisfying the restrictions above
contains all almost constant functions, Cantor 3-tuple (c, l, r), sg|x− y|.

Remark 6. Some of natural examples that satisfy the restrictions above are all En,
n ≥ 2. For E2 the veri�cation of satis�ability based on Ritchie's characterisation
(see Preliminaries) and the existence of a computable universal function for E2 and
for En, n ≥ 3 it is straightforward. Another good example is the class P of functions
computable in polynomial time under binary notations of arguments and values.

Characterization of P in terms of the second primitive recursion scheme was
obtained by A. Cobham in [4]. In particular, his result provides the item (4) for P ,
other items are straightforward.

Theorem 2. Let K satisfy the requirements above and (K̃, σstr) be the structure

generated by K. Then K̃ does not have a computable presentation.

The proof follows from Theorem 1 and the claim A0 ∪ (A2 \ A1) ̸∈ Σ0
2 which is

based on the following proposition and Section 4.2.

Proposition 7. (Y0, Y1, Y2) ≤m (A0, A1, A2).

Proof. We are going to construct a computable function f such that n ∈ Yi ↔
f(n) ∈ Ai. In order to do that we will construct a computable sequence {Fn}n∈ω
of computable functions by steps and then e�ectively �nd a required reduction f .

We take

• a standard computable reduction function α : ω → ω for Fin ≤m ω \ Tot
(c.f. [20]) with the following properties:
� if Wn is �nite then Wα(n) is �nite,
� if Wn is in�nite then φα(n) is total,
� πn = πα(n),
� If (∃∞a)φn(a) = x then (∃∞b)φα(n)(b) = x and vice versa.

• a computable function t such that
� Wt(n) = {c(k, d) | φα(n)(k) = d}.

Now we point out the requirements on a step s which we want to meet in our
construction:

• F s+1
n ⊇ F sn,

• dom(F sn) = [0, . . . ,ms
n] is a proper initial segment of ω,

• if FH(ts(n))(s+ 1) = c(c, d) + 1 ∧ d > 2 then (∃j)Fn(j) > 2,
• if FH(ts(n))(s + 1) = c(i, 2) + 1 then in the process of the construction we

provide the following: Fn ̸∈ {F0, . . . ,Fi},
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• Fn =
⋃
s∈ω F

s
n.

W.l.o.g. we assume now that K is closed under the second bounded recursion scheme
since the case when K is closed under the standard bounded recursion scheme is
much more easy so it is left to a reader.
Description of the construction of ms

n, {F sn}n,s∈ω, ts(n) and Isn:
Step 0

mn
0 = 0, F 0

n(0) = 0, t0(n) = t(n) and I0n = 0.
Step s+1

Case 1 If FH(ts(n))(s+ 1) = c(i, 0) + 1 or FH(ts(n))(s+ 1) = 0 then we proceed as
follows:

ms+1
n =

{
2ms

n if ms
n > 0

1 if ms
n = 0

and for all j ≤ ms
n, F

s+1
n (j) = F sn(j), for all m

s
n ≤ j ≤ ms+1

n we put F s+1
n (j) =

F sn(m
s
n), ts+1(n) = ts(n) and I

s+1
n = Isn.

Case 2 FH(ts(n))(s+ 1) = c(i, 1) + 1 we consider the following subcases:

Subcase 2.1 i > s+ 1. We proceed as in Case 1.
Subcase 2.2 i ≤ s+ 1 and i ≤ Isn. We proceed as in Case 1.
Subcase 2.3 Isn < i ≤ s+ 1. We proceed as follows:

ms+1
n =

{
2ms

n if ms
n > 0

1 if ms
n = 0

and for all j ≤ ms
n, F

s+1
n (j) = F sn(j), for all ms

n ≤ j < ms+1
n we put

F s+1
n (j) = F sn(m

s
n) and for F s+1

n (ms+1
n ) we chose the least value from {0, 1}

such that F s+1
n (ms+1

n ) ̸= F sn(m
s
n), ts+1(n) = ts(n) and I

s+1
n = i.

Case 3 If FH(ts(n))(s+ 1) = c(i, 2) + 1 then for all j ≤ ms
n, F

s+1
n (j) = F sn(j) and

we proceed as follows: ms+1
n = ms

n + 2(i + 1) and for k ≤ i we chose the values of
F s+1
n on the arguments mn

s + 2k+ 1 and mn
s + 2k+ 2 according with the following

table:

Fk(ms
n+2k+1) Fk(ms

n+2k+2) F s+1
n (mn

s+2k+1) F s+1
n (mn

s+2k+2)
2 2 0 0
2 0 0 0
2 1 0 0
1 2 0 0
1 1 0 0
1 0 2 2
0 2 2 2
0 1 2 2
0 0 2 2

The equalityWts+1(n) =Wts(n)\{c(i, 2)} de�nes the value of ts+1(n) and I
s+1
n = Isn.

Case 4 If FH(ts(n))(s+ 1) = c(i, d) + 1 and d > 2 then for all j ≤ ms
n, F

s+1
n (j) =

F sn(j) and we proceed as follows:

ms+1
n =

{
2ms

n if ms
n > 0

1 if ms
n = 0

and for all j ≤ ms
n, F

s+1
n (j) = F sn(j), for all m

s
n ≤ j < ms+1

n we put F s+1
n (j) =

F sn(m
s
n) and F

s+1
n (ms+1

n ) = d, ts+1(n) = ts(n) and I
s+1
n = Isn.
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We put Fn =
⋃
s∈ω F

s
n and e�ectively �nd computable function f : ω → ω such

that φf(n) = (Fn ∩ (Wα(n) × ω)) ∪ {c(x, d) | Fn(x) = d ∧ d > 2}.
Now we show that f is a required reduction.
If n ∈ Y0 then Wα(n) is �nite, so is φf(n) and f(n) ∈ A0. If n ̸∈ Y0 then there

are two cases:
1) Wα(n) is ω, by construction, φf(n) = Fn and Fn is total, so f(n) ̸∈ A0.
2) πn ̸⊆ {0, 1, 2}. Then for some j ∈ ω Fn(j) > 2, so πf(n) ̸⊆ {0, 1, 2}. Again
f(n) ̸∈ A0. So we have f−1(A0) = Y0.

If n ∈ Y1 \ Y0 then φα(n) is total and φα(n) =∗ 0. In this case φf(n) = Fn and by
construction Fn ∈ AC since (∃s1 ∈ ω)(∀s ≥ s1) Ins = Ins1 . So f(n) ∈ A1 \A0.

If n ̸∈ Y2 then φα(n) is total and φf(n) = Fn. The case FH(ts(n))(s+1) = c(i, 2)+1
arises in�nitely often and the collection of the corresponding numbers i is in�nite
too. So, for in�nitely many i, either im(Fn) ̸⊆ {0, 1, 2} or Fn ̸∈ {F0, . . . ,Fi}. Hence
either im(Fn) ̸⊆ {0, 1, 2} or Fn ̸∈ K̃. That means f(n) ̸∈ A2.

If n ∈ Y2 \ Y1 then φα(n) = Fn is total. By the choice of n, (∃N)(∀i ≥
N)φα(n)(i) ̸= 2. Hence (∃∞i)φα(n)(i) = 1.

Let us note that after some step s0 for all i we have c(i, 2) ̸∈ Wts(n) for s ≥ s0.
We de�ne t∞(n) = ts0(n). It is easy to see that, for s ≥ s0, t∞(n) = ts(n). On the
step s + 1, when FH(t∞(n))(s + 1) = c(i, 1) + 1, F s+1

n (ms+1
n ) ̸= F s+1

n (ms+1
n − 1).

Hence Fn ̸∈ AC, so f(n) ̸∈ A1. So we have f−1(A1) = Y1.
Using s0 and N from above we explain that Fn ∈ K.
Let mn = ms0+1

n . It is easy to see that the following functions belongs to K:

• the characteristic function of the set A = {mn · 2i | i ≥ 0},
• the function g(x), that computes max{y ∈ A | y ≤ x} for x ≥ mn and for
x < mn it is equal to 0,

• the function S(x) = µ(s′)(F s
′

n (x) ↓).
In order to meet our goal we construct the function I(x) = I

S(x)−1
n by the following

rules:
Assume I0 = Is0n . Then we de�ne

• for x < mn, I(x) = 0,
• for x = mn, I(x) = I0,
• for x > mn and g(x) > mn

I(x) =


l(FH(t∞(n))(S(x)− 1)− 1) if

I([x
2
]) ≤ i ≤ S(x)− 1 ∧ r(FH(t∞(n))(S(x)− 1)− 1) = 1

I([x
2
]) otherwise,

• for x > mn and g(x) = mn, I(x) = I0.

From above we can see that λx.I(x) ∈ K. We can assume that x ≥ N and
S(x) > s0. Let us denote i⇋ l(FH(t∞(n))(S(x)− 1)− 1) and consider two cases.
1. Suppose x ∈ A. If FH(t∞(n))(S(x)) = c(i, 0)+ 1 then Fn(x) = Fn([

x
2 ]). The same

is done if FH(t∞(n))(S(x)) = c(i, 1) + 1 but i ≤ I(x) or i > S(x). Otherwise, i.e., if
FH(t∞(n))(S(x)) = c(i, 1) + 1 and I(x) ≤ i ≤ S(x) then for the value of Fn(x) we
chose the �rst one from {0, 1} which di�ers from Fn([

x
2 ]).

2. Suppose x ̸̸∈ A. If FH(t∞(n))(S([
x
2 ]+1) = c(i, 0)+1or 0 then Fn(x) = Fn([

x
2 ]). The

same is done if FH(t∞(n))(S([
x
2 ]+1) = c(i, 0)+1 but i ≤ I([x2 ]+1) or i > S([x2 ]+1).

Otherwise, i.e., if FH(t∞(n))(S([
x
2 ])) = c(i, 1) + 1 and I([x2 ]) ≤ i ≤ S([x2 ]) then for

the value of Fn(x) we chose the �rst one from {0, 1} which di�ers from Fn([
x
2 ]).

Therefore the scheme above shows that Fn ∈ K. So we have f−1(A2) = Y2.
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□

Corollary 4. The structures P̃ , Ẽn, n ≥ 2 do not have computable copies and the
�elds of En-numbers, n ≥ 3 do not have computable copies.

Proof. The claim follows from Corollary 2 and Theorem 2. □
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