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Abstract: We consider the coefficient inverse problem for the 2D
system of acoustics. Our goal is to recover the coefficient of acoustic
attenuation by using the additional information of the wave-field
in the number of receivers. We obtain the gradient of the cost
functional and implement the numerical algorithm for solving the
inverse problem, based on a optimization approach. We provide the
numerical results of recovering the absorption coefficient and study
its influence on the efficiency of reconstructing other parameters of
the system. By taking into account the absorption of the sounding
wave we aim to bring the mathematical model closer to the appli-
cations, related to the ultrasound tomography of the human tissue.
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1 Introduction

In this article we deal with numerical solution of coefficient inverse problem,
that corresponds to the problems of ultrasound tomography. The problems
of developing methods and algorithms to use the ultrasound to recognize
the genesis of breast cancer on its early stages are studied extensively lately
[18, 19, 52, 22, 50, 54, 47, 27, 51, 56, 57, 59]. On the mathematical level
such problems are usually considered as the inverse problems, when one
has to recover the parameters of the model (that in our case describes the
propagation of the ultrasound through the object of investigation) by using
some measurements data [15, 34, 28, 29]. The inverse problems are known for
their ill-posedness and large amount of computational resources, required for
the numerical solution. Since that, the goal is to use the numerical algorithm,
that utilize the provided data in an effective manner.

The mathematical models for the ultrasound acoustics usually has the
form of either the second-order equation or the first-order system of PDE
equations. The models, based on the second-order wave equation [58, 53, 55|
are usually easier to study, and therefore, there are more ways to efficiently
solve the direct problem but there is no guarantee that the calculated solution
is close to the physical one. The first-order system of acoustics, that we
consider in this paper, requires more computational resources for solving. Its
advantage relies on its close connection to the physics of wave’s propagation,
since the equations can be derived straight from the conservation laws. We
mention [3, 30, 35], where authors investigated inverse problems for system
of hyperbolic partial differential equations.

Since we use the model, that based on the two-dimensional system of
acoustic equations, its parameters, that we aim to recover, are the density of
the medium, the speed of waves propagation and the coefficient of acoustic
attenuation, or absorption coefficient. The reconstruction of several coeffici-
ents in the partial differential equations with a finite number of observations
is very challenging.

The dynamic inverse problem of recovering two coefficients (velocity and
the density) was investigated firstly in [4]. The problem was reformulated
as minimizing of cost functional by gradient method. For the first time, the
gradient of the cost functional with respect to both coefficients was calculated
by solving direct and adjoint problems. The uniqueness of the solution was
proved. One can also mention [40], where two coefficients of hypebolic system
were numerically reconstructed.

In [6] authors considered the reconstruction of three coefficients depended
on space variables in the dynamical isotropic system of elasticity from two
boundary measurements and proved the uniqueness and a Holder stability
using Carleman estimates in Sobolev spaces of negative order.

It was proved the local well-posedness of the 2D coefficient inverse problem
for hyperbolic equation in Ly [5]. The properties of the Frechet derivative



14781.A. SHISHLENIN, N.A. SAVCHENKO, N.S. NOVIKOV, AND D.V. KLYUCHINSKIY

of the operator of the inverse problem was studied. The strong convergence
rate of the Landweber iteration was obtained.

It was applied the quasi-solution to 2D inverse coefficient problem for
hyperbolic equation [14]. Instead of a compact set, the ball was considered
where the radius is a regularization parameter. Moreover, this constant allows
to estimate the strong convergence rate for many well-known gradient meth-
ods for solving coefficient inverse problems and to decrease crucially the
number of iterations. The gradient of the functional was obtained using the
solution of direct and adjoint problems.

The inverse problem of determining several coefficients in the scalar hyper-
bolic equation by data given on the part of the boundary was investigated
in [13]. The Carleman estimate was obtained to prove the uniqueness and a
Lipschitz stability estimate for the coeflicient inverse problem.

Inverse problem of recovering several coefficients in MaxwellB’s equations
was investigated in |9, 10, 12] by a finite number of measurements. For the
coefficient inverse problem it was proved the Lipschitz stability estimate
using the Carleman estimate.

It was presented the hybrid algorithm for robust breast ultrasound tomog-
raphy, which utilizes the complementary strengths of time-of flight and diff-
raction tomography resulting in a direct, fast, robust and accurate high
resolution method of reconstructing the sound speed through the breast [48].

The inverse problem for dynamic Maxwell’s equations in an isotropic and
inhomogeneous medium was investigated [44] of determining the dielectric
permiabillity and conductivity from a finite number of interior measurements.
Lipschitz stability estimate for the inverse problem by applying the of Carle-
man estimate was proved.

The continuation and coefficient inverse problem of recovering dielectric
permeability and conductivity in application to ground penetrating radar
was investigated in [21]. The inverse problems were reformulated as optimiza-
tion problems. To minimize the cost functional gradient method was applied.

It was investigated the acceleration of the ray-based transmission reconst-
ruction by a GPU-based implementation of the iterative numerical optimiza-
tion [45].

The acoustic tomography based on the conservation laws and the system
of acoustic equation of the first order was firstly proposed in [36].

The coefficient inverse problem of the recovering of the magnetic permeabi-
lity and dielectric permittivity of the 3D MaxwellB’s system by data of the
electric field given on the part of the boundary was considered in [23]. The
authors applied the Carleman estimates to get the theoretical stability.

An inverse problem of finding two coefficients in an hyperbolic acoustic
equation of the second order by interior data was considered in [25]. The
authors applied a Carleman technique estimates to obtain the Lipschitz
stability estimates and therefore unique reconstruction of both coefficients
was guaranteed. Numerical experiments of recovering both coefficients by
data with noise were presented.
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It was built the optimized 3D ultrasound computer tomography for imp-
roved imaging of breast cancer, realizing for the first time the full benefits
of a 3D system [46].

The inverse problem for a nonlinear elastic wave equation of identifying
the stored energy function of a hyperelastic material from full knowledge of
the displacement field was investigated [26]. The numerical solver using the
attenuated Landweber method was developed.

It was considered ultrasonic quantitative imaging method for long bones
based on full-waveform inversion for the 2D first-order elastodynamics system
[43]. The coefficient inverse problem was solved iteratively based on the
Limited-memory Broyden—Fletcher—Goldfarb—Shanno method (quasi-Newton
technique).

The isotropic elastic wave equation in a bounded domain with boundary
was investigated [33]. The local knowledge of the Dirichlet-to-Neumann map
determined uniquely the s-wave and p-wave speed locally if there are strictly
convex foliation with respect to them.

It was establish an algorithm for quantitative assessment of breast density
using quantitative three-dimensional transmission ultrasound imaging and
it was determined how these quantitative assessments compare with both
subjective and objective mammographic assessments of breast density [27].

In [42] the gradient computation based on time reversal that dramatically
reduces the memory footprint at the expense of one additional wave simula-
tion per source was proposed for ultrasound breast tomography. It was
broken the dependence on the number of measurements by using source
encoding to compute stochastic gradient estimates.

It was proposed the iterative framework for CT reconstruction from trans-
mission ultrasound data which accurately and efficiently models the strong
refraction effects in imaging the female breast [49].

Note that mathematical models [49, 48, 21, 42] based on 2nd-order equa-
tions do not guarantee that the calculated solution of the forward and inverse
problems is close to the exact one.

For the solution of the coefficient inverse problems gradient methods [4,
21, 17, 24| and global-convergence [16, 15, 20| are applied. We should also
mention the family of Newton-type methods. However, their drawback is
the solution of the additional linear inverse problem, which has to be solved
on each iteration. When considering the multidimensional problems, this
necessity to deal with that additional linear problem tends to become too
complicated.

The numerical algorithms, based on the S.K. Godunov scheme [1] is
applied for solving direct problems. Such kind of methods allows us to
construct the effective numerical realization of the physical process and
benefits from usage of the piecewise-smooth structure of the state variables
on each time step. If we use methods based on finite approximation to solve a
direct problem in the case of a piecewise smooth medium, then it is necessary
to add special conditions at the interface. Such conditions are very difficult
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to add in the case of complex media interfaces and impossible to implement
when solving the inverse problem without aprior: information about media
interfaces.

The control problem of modeling the acoustic radiation pattern of source
was considered in [39]. The modelling of the acoustic radiation patterns of
sources could allow to improve the resolution of acoustic tomography.

The inverse wave tomography problem of reconstructing several characte-
ristics of the scatterer in the form of spatial distributions of sound velocity,
medium density, absorption coefficient and power index of its frequency
dependence, as well as the flow velocity vector was considered [63, 62].

2 Problem formulation

Let us consider the following 2D direct problem [1] as a basic model of
the framework in a form of conservation laws of impulse in direction x and
y and mass:

ou
%JrvarpCQV-u:F(:ﬁ,y,t), (2)
Pley)eon =0, (3)
u7p|t=0 = 0. (4)

The equations (1)-(4) are considered in the domain Q = {(z,y) € [0, L] x
[O,L]}, t € (0,7) and represents the propagation of the acoustic wave
through the domain. The solution of the (1)—(4) is the velocity vector
u(z,y,t) = (u(az,y,t),v(x,y,t)) and the acoustic pressure p = p(z,y,t).
The properties of the medium and described by the functions which ¢(z, y)
is the speed of the wave propagation, p(z,y) is the density of the medium
and o(x,y) is the coefficient of attenuation. Right-hand side of the equation
(2) represents the sounding pulse, which is located in the subdomain and
has the time-form of the Puzyrev wavelet (v is a frequency):

I(t,vp) = sin(yot)ef(%ot)Q. (5)

Well-posedness of the direct problems for linear hyperbolic systems were
investigated in [11]. The numerical simulation of nonlinear acoustic wave
propagation in a liquid medium based on the Navier-Stokes equations was
investigated [61].

We suppose, that the exceeded pressure, generated by the sounding wave
is registered in the N receivers, each located in the subdomain Qf, k =
1,...,N. The inverse problem is to recover functions c(z,y), o(z,y) and
p(x,y) in (1)—(4) using the additional information (6) of the following form:

p(z,y,t) = filz,y,t),  (v,y) €, k=1,...,N. (6)
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The uniqueness and conditional stability of recovering two coefficients of
a hyperbolic equation were investigated in [8, 7].
We reformulate inverse problem in the (1)—(4), (6) in operator form

Alq) =1,  A:Ly((0,L) x (0,L)) = La((0, L) x (0, L) x (0,T)).  (7)
Here vectors q and f are as follows
q= q(xvy) = (QIa q2, QS) = (627p70)7

f= f(‘rvyat) = (fl(l‘,y,t),fg(l’,y,t),... 7fN(‘T7y7t))'

The properties of operator A was investigated in [5].
Let us reduce the inverse problem (1)—(4), (6) to minimization problem
of the following cost functional:

N .7 ,
CRIECEADY I (oo ti6)= o) oyt = i
)

We use the gradient-based approach to minimize the functional (8) by consi-
dering the following iteration scheme:

q"tY = q™ — aJ'(q™).

Here o € (0,|A||72) is descent parameter, J'(q(™) is the gradient of the
functional. Let us note [5] that

J'(q) =2 [4'(a)] (A(q) — £). (9)

Here [A’(q)]" is adjoint of Frechet derivative of the operator A.

The optimization of CPU-time and RAM memory for solving dynamic
inverse problems using gradient-based approach was considered in [38]. It was
proposed a new approach for computing a gradient in the descent method
in order to use as much inverse problem data as possible on each descent
iteration [31].

The gradient of the functional can be computed as follows [4, 30]. Let us
introduce the adjoint problem [14, 21]:

oW, 10U,
gL 208y, 10
ot + p Ox ’ (10)
oW, 10U
g2 2008y, 11
N
ov3 o (0¥ 0V, 2 .
i+ vt (T4 ) = 20 e ot t) )
(12)
\Ijl(x7y>T> = 07 @ = 11273; (13)
\Ili|(x,y)eaﬂ = 07 = 17 27 3. (14)
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Then the gradient J'(q) = (J;, (q), Jg,(a), Jy,(q)) has the following form [4]:

T
I@len) = [ it (e o) (15)
. 0
’ T
/p 5,4, t \1’3 CATON (17)
) plx z,y)

Thus, in order to make one step of the gradient descent, one has to solve

the direct problem (1)—(4), using the current approximation qgn), qé") and
qén) of the parameters, then solve the adjoint problem (10)—(14), and after
that, using the solution of both problems, compute the gradient of the cost
functional, using (16), (15). Since the adjoint problem (10)—(14) also has
the form of the hyperbolic system we apply the Godunov-type methods to

compute the solution of the adjoint problem as well.

3 Numerical results

We apply the MUSCL-Hancock method for the direct and adjoint problem
solution. This method was introduced in [2| as a variant of the MUSCL
scheme. This scheme is full time and space second-order accurate. The com-
putational domain is [0, 0.3] x [0, 0.3] meters. The grid parameters are chosen
as follows: N, = N, = 300, the CFL condition is equal to 0.5. As for the
structure of the model, we considered the simplified version, where outer
region is filled with water, and the object is part the regular tissue and part
inclusion, that corresponds to the higher values of parameters. The values of
the attenuation, density and the speed of sound are presented in the following
table.

o p,10°kg/m> c,km/s
Outer medium(filler) 0 1.0 1.4
Regular tissue 1 0.9 1.2
Inclusion 1.5 1.2-1.3 1.5-1.6

In order to simulate the tomograph’s data acquisition, we consider the system
of 8 transducers (sources and receivers), placed uniformly around the object
on the circle of the radius R = 0.115 m (the center of the circle is the center of
the computational domain z. = 0.15,y. = 0.15 ). The size of each transducer
is 7 = 0.02 m. One of the transducers (the upper one) is used as generator
of the sounding wave, and the others works as the receivers (the registered
data is averaged over the area of each receiver). This represents the setup
of the tomograph, in which the source and the receivers are placed on the
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boundary of the tomograph, and the studied object is located on the inside.
The water area outside the sources and receivers is the fictional domain, used
to simulate the non-reflecting condition on the boundary of the tomograph.

We conducted two tests study the influence of the absorption on the
efficiency of the inverse problem solution. The model of the first test is
presented on the figure 1. During this test we considered the density and the
speed of sound to be known, and considered only the problem of reconstruc-
ting the absorption coefficient. The result of the reconstruction is presented
on the figure 2. The numerical solution was obtained after 1000 iterations by
gradient method, where the descent parameter was chosen by trial-and-error
method after several experiments. The initial guess based on the assumption,
that there is irregular tissue in the object. It is shown, that numerical solution
provides sufficient accuracy during the test, as the inclusion is clearly visible
and the values of the absoprtion coefficient o are close to exact ones. The
figure 3 illustrates the behaviour of the error of the method and of the cost
functional during the iterations. We should mention, that the even the initial
values of the cost functional are relatively small. On the one hand, it depends
on the basic value of the pressure during the experiments. On the other hand,
it indicates that changes in the absorption coefficient has smaller influence
on the residual. In order to study this influence, we considered the second
series of tests. The model for the second test is presented on the figure 4. This
time we considered both three parameters o, p and ¢ to be unknown. The
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problem, therefore, was to obtain all three coefficients by solving the inverse
problem. The result of the reconstruction is presented on the figure 5. The
numerical solution was obtained after 950 iterations by gradient method,
where the descent parameter was chosen by trial-and-error method after
several experiments. The initial guess based on the assumption, that there
just regular tissue in the object. This time one can see the the accuracy for
the each parameters is different. This is caused by the fact, that the residual
(through the adjoint problem) affects the parameters with different impact.
As it was shown in our previous work, such behaviour should be dealt with by
adjusting the parameters of the descent independently for each component
of the gradient of the functional. The figure 6 illustrates the behaviour of
the error of the method and of the cost functional during the iterations. One
can see, that error diminishes with different speed for every reconstructed
parameter. This reflects the fact, that each parameter has a different impact
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on the residual. We also studied the dependence of the algorithm in case of
exact and noisy data. We added some noise to the inverse problem data as
follows:

fsl,y,t) = f(=z,y, >(1+0‘(“5 4 )1go>

Here f(x,y,t) are the exact data, ¢ is the percentage of noise level in the
data, a(x,y,t) is a random variable uniformly distributed on the interval
(—1,1) for each variable z, y, and t. The last test was to study the influence
on the influence of the absorption on the data, registered in the receivers.
We considered three different models, illustrated by the figure 8. We have
chosen three variations of the model with one inclusion. The inclusions were
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Fic. 9. Influence of the value of absorption coefficient on
the residual of the functional. Blue line - first case (¢ = 1.5
inside the inclusion), yellow line - second case (¢ = 3 inside
the inclusion), green line - third case (¢ = 6 inside the
inclusion)

chosen different in form and location, but all are sufficiently large in size.
The density and sound velocity inside the inclusions were the same, the value
of absorption coefficient was chosen as o = 1.5, 3,6 for the first, second and
third model correspondingly. Then we consider the problem of recovering the
density and the speed of sound. The residual for all three cases is presented
on the figure 9.

4 Concluding remarks

In this work we considered the coefficient inverse problem of recovering
three coefficients (the speed of sound, density and absorption) of the first
order hyperbolic system, that describes the propagation of the 2D acoustic
waves in a heterogeneous medium. We used the second order MUSCL-Han-
cock scheme to solve the direct and adjoint problems, and applied optimiza-
tion scheme to the coefficient inverse problem.

The presented numerical results illustrates the acceptable accuracy and
stability of the proposed algorithm. However, the impact of the absorption
on the data is relatively low, as shown by the last numerical experiment. This
leads to certain difficulties when recovering all three coefficients, because
one has to adjust the descent parameters for density, speed of sound and
absorption independently. There are several ways to improve the proposed
method in the future work, for example, one can study different variations of
gradient descent, consider the different ways to measure the data to increase
the impact of absorption on the data, or introduce some connection (maybe
based on statistics) between density and speed of sound inside the inclusions
on one hand, and absorption on the other hand.
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