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ON FUNCTIONAL LIMIT THEOREMS FOR BRANCHING

PROCESSES WITH DEPENDENT IMMIGRATION

S.O. SHARIPOV

Abstract. In this paper we consider a triangular array of branching
processes with non-stationary immigration. We prove a weak convergence
of properly normalized branching processes with immigration to deter-
ministic function under assumptions that immigration satis�es some mix-
ing conditions, the o�spring mean tends to its critical value 1 and immig-
ration mean and variance controlled by regularly varying functions. More-
over, we obtain a �uctuation limit theorem for branching process with
immig-ration when immigration generated by a sequence ofm-dependent
random variables. In this case the limiting process is a time-changed
Wiener process. Our results extend the previous known results in the
literature.

Keywords: Branching process, immigration, regularly varying functions,
m-dependence, ρ-mixing, functional limit theorems.

1. Introduction and statement of main results

Let for each n ≥ 1,
{
ξ
(n)
k,j , k, j ≥ 1

}
and

{
ε
(n)
k , k ≥ 1

}
be two independent

families of independent identically distributed (i.i.d.) random variables with non-
negative integer values which are de�ned on a �xed probability space (Ω,F,P). The
sequence of branching processes with immigration

{
X

(n)
k , k ≥ 0

}
, n ≥ 1, is de�ned
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by the recursion:

(1) X
(n)
0 = 0, X

(n)
k =

X
(n)
k−1∑

j=1

ξ
(n)
k,j + ε

(n)
k , k, n ≥ 1.

Intuitively, for a �xed n ≥ 1, X
(n)
k represents the size of k-th generation of a

population and ξ
(n)
k,j is the o�spring number of the j-th individual in the (k − 1)-st

generation and ε
(n)
k is the number of immigrants contributing to the k-th generation.

Assume that for all n ≥ 1, o�spring mean an = Eξ(n)1,1 < ∞. For each �xed n ≥ 1,
the cases when an is less, equal or larger than one are referred to subcritical, critical
or supercritical, respectively. The family of processes (1) is called nearly critical if
an → 1 as n→ ∞.

From theoretical and practical points of view it is a natural problem to investigate
the asymptotic behaviour of such processes. In many applications (see, for instance,
[5]), it is well-known that the assumption of independence of the family of immigra-
tion individuals seems to be too strong condition which forces us to suppose that the
current number of contributing immigrants depends to some degree on the previous
number of immigrants. For instance, in the context of demography, this branching
model can describe reasonably well the evolution of populations in which such
dependence degree correspondence to the asymptotic independence of immigrants
between "past" and "future".

Motivated by Rahimov's results [15], [16] on weak convergence of properly norma-
lized scaled process (1) when immigration sequence is independent, it is a natural
to ask about generalization of these results for weakly dependent immigration
sequences. In this paper, we focus on weak convergence in Skorokhod topology
of the properly normalized and scaled process (1) when the immigration sequence
satis�es some mixing conditions.

We present the mixing conditions involved in the paper.

De�nition 1. Let m ≥ 1 be a �xed integer. A sequence {ξk, k ≥ 1} of random
variables is said to be m-dependent if the random vectors (ξ1, . . . , ξj) and
(ξj+m+1, . . .) are independent for all j ≥ 1.

An array {ξ(n)k , k, n ≥ 1} of random variables is said to be rowwise m-dependent

if for every n ≥ 1, {ξ(n)k , k ≥ 1} is a sequence of m-dependent random variables. We
assume thatm depends on the row index n and tends to in�nity with an appropriate
rate (see condition (C5) below).

Let {ξk, k ≥ 1} be a sequence of random variables de�ned on a �xed probability
space (Ω,F,P). Let n and k be positive integers. Write Fk

n = σ (ξi, n ≤ i ≤ k). Given
two σ-algebras B,R in F, let

ρ (B,R) = sup
ξ∈L2(B),η∈L2(R)

∣∣∣∣∣ cov (ξ, η)√
V ar (ξ)

√
V ar (η)

∣∣∣∣∣ .
De�ne the ρ-mixing coe�cients

ρ (k) = sup
j≥1

ρ
(
Fj
1,F

∞
j+k

)
.

De�nition 2. A sequence of random variables {ξk, k ≥ 1} is said to be ρ-mixing if
ρ (k) → 0 as k → ∞.
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The concept of ρ-mixing dependence was introduced by Kolmogorov and Rozanov
[11].

A triangular array of random variables
{
ξ
(n)
k , n, k ≥ 1

}
is said to be an array of

rowwise ρ-mixing random variables if, for every n ≥ 1,
{
ξ
(n)
k , k ≥ 1

}
is a ρ-mixing

sequence of random variables. Let ρn (·) be the mixing coe�cient of
{
ξ
(n)
k , k ≥ 1

}
for any n ≥ 1.

Functional limit theorems (FLT for short) for (1) have a rather long history.
We refer the reader to the recent survey [17] for a historical overview on this
subject. We mainly focus our attention to the case when immigration process
follows non-identically distributed random variables. In terms of branching process
it means that immigration rate may depend on the time of immigration. Rahimov
[14] considered the case when {εk, k ≥ 1} is a �xed sequence of independent and
non-identically distributed random variables with increasing mean (Eεk → +∞,
k → ∞) and proved FLTs for a critical branching process with immigration. Further
investigations showed that the independence assumption of immigration process can
be relaxed by assuming some reasonable dependence structure: in [4] and [9], the
immigration sequence is assumed to be m-dependent and ϕ-mixing, respectively,
and established a FLT for (1). In [12], the authors obtained FLT for critical process
(1) under assumption that the immigration satis�es ψ-mixing condition. Later,
Rahimov [15], [16] considered a process given by (1) and proved di�usion and
�uctuation type limit theorems for nearly critical process (1) under the assumption

that the sequence
{
ε
(n)
k , k ≥ 1

}
is rowwise independent for each n ≥ 1. It is shown

[18] that Rahimov's result on deterministic approximation ([15], Theorem 1) still

holds under the assumption that
{
ε
(n)
k , k ≥ 1

}
satis�es ϕ-mixing condition (see

also [7]-[10], [19], [20]).
The structure of our paper is as follows. Theorem 1 shows that scaled random

process (1) weakly converges to a deterministic (non-random) function when immig-
ration satis�es ρ-mixing condition. Note that Rahimov [16] established a determinis-
tic approximation for (1) a proof of which is based on convergence of random step
processes towards a di�usion process. Since in Theorem 1 the limiting process is a
deterministic, we demonstrate that it can be proven using the classical scheme based
on checking the convergence of �nite-dimensional distributions and tightness. The
next result deals with a FLT for (1). Under assumption that immigration process
is m-dependent, we prove a FLT for the �uctuation of (1) (see Theorem 2). To
prove Theorem 2, we use the FLT for arrays of martingale di�erences from [6].
Here, m may tend to in�nity with the row index at a certain rate. The use of
m-dependence in Theorem 2, instead of more classical weakly dependence notions
relying on the decay rate of mixing coe�cients for instance, is motivated by purely

technical reason. This reason is that the sequence
{
η
(n)
k , k ≥ 1

}
de�ned in Lemma

1 (see Section 2) is also m-dependent as soon as
{
ε
(n)
k , k ≥ 1

}
is m-dependent for

each n ≥ 1.
At �rst, we need some notations and conditions in order to introduce our results.
We recall that a function f : (0,∞) → (0,∞) is called regularly varying at in�nity

if it can be represented in the form f (x) = xρl (x), where ρ ∈ R is called index of
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regular variation and l (x) is a slowly varying function. If a sequence {f (n) , n ≥ 1}
is regularly varying with exponent ρ, we will write {f (n) , n ≥ 1} ∈ Rρ.

Assume that for each n ≥ 1, the variables an = Eξ(n)1,1 , bn := V ar
(
ξ
(n)
1,1

)
are �nite. We also assume that α (n, k) := Eε(n)k and β (n, k) := V ar

(
ε
(n)
k

)
are

�nite for all n, k ≥ 1. For each n ≥ 1, let F
(n)
k be the σ-algebra generated by

X
(n)
0 , X

(n)
1 , . . . , X

(n)
k .

Denote An (k) = EX(n)
k and B2

n (k) = V ar
(
X

(n)
k

)
, 1 ≤ k ≤ n, n ≥ 1. By (1)

and from Lemma 1 in [3], we have

(2) An (k) =

k∑
j=1

ak−j
n α (n, j) , B2

n (k) = ∆2
n (k) + σ̃2

n (k) ,

where

∆2
n (k) =

bn
1− an

k∑
j=1

α (n, j) ak−j−1
n

(
1− ak−j

n

)
, σ̃2

n (k) = σ2
n (k) + 2ωn (k) ,

σ2
n (k) =

k∑
j=1

β (n, j) a2(k−j)
n , ωn (k) =

k∑
j=2

j−1∑
i=1

cov
(
ε
(n)
j , ε

(n)
i

)
a2k−j−i
n .

Note that in critical case the formula (2) coincides with the formula (2.1) in [4] and
when immigration sequence is independent with formula (2.2) in [16].

We use the same time change functions as in [16] (see (2.3)):

µα (t) =

∫ t

0

uαea(t−u)du,

να (t) =

∫ t

0

uαea(t−u)
(
1− ea(t−u)

)
du, λβ (t) =

∫ t

0

uβe2a(t−u)du,

(3) φ (t) =

{
t2+α, a = 0,

a
να(1)

∫ t

0
µα (u) e2a(t−u)du, a ̸= 0.

Note that µα (t) = tα+1

α+1 when a = 0 and lim
a→0

να(t)
a = tα+2

(α+1)(α+2) .

Let {x (n) , n ≥ 1} and {y (n) , n ≥ 1} be sequences of positive numbers. We use

notation x (n) ∼ y (n) to denote that limn→∞
x(n)
y(n) = 1. The symbol x (n) ≲ y (n)

means that there exist C ∈ (0,∞), n0 ∈ N, such that xn ≤ Cyn for all n ≥ n0. For
the convenience of further consideration, let us accept the following conventions.
Assume that all expressions of the form x (n) → x, x (n) ∼ y (n), which appear in
the sequel, are true as n → ∞. For simplicity, we write A (n) = An (n), B

2 (n) =
B2

n (n), ∆
2 (n) = ∆2

n (n), σ
2 (n) = σ2

n (n), ω (n) = ωn (n) when k = n. We also use
the notation P-a.s. if some relation holds almost surely; min (x, y) := x∧y, x, y ∈ R.
In this paper, the symbols

D→ and
P→ denote the convergence of random functions

in Skorokhod space D [0,+∞) with J1-topology and convergence in probability,
respectively. The indicator function of A is denoted by I {A}. In the sequel, the
symbol C will denote a generic constant (0 < C <∞) which is not necessarily the
same one in each appearance.

We shall make use of the following conditions.
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(C1): There are sequences {α (k) , k ≥ 1} ∈ Rα, {β (k) , k ≥ 1} ∈ Rβ with α, β ≥ 0,
such that, as n→ ∞ for each s ≥ 0,

max
1≤k≤ns

|α (n, k)− α (k)| = o (α (n)) , max
1≤k≤ns

|β (n, k)− β (k)| = o (β (n)) ;

(C2): an = 1 + an−1 + o
(
n−1

)
as n→ ∞ for some a ∈ R;

(C3): bn = o (α (n)), n→ ∞;
(C4): α (n) → ∞, β (n) = o

(
nα2 (n)

)
, n→ ∞.

(C5): α (n) → ∞ and m→ ∞ such that mβ (n) = o (nα (n) bn); lim infn→∞ bn > 0.
Detailed discussion of conditions (C1)-(C5) are performed in [16]. Here, we

replaced condition β (n) = o (nα (n) bn) which appeared in [16] by (C5).
For t ≥ 0, de�ne random processes

(4) Xn (t) =
X

(n)
[nt]

A (n)
, Zn (t) =

X
(n)
[nt] −An ([nt])

B (n)
, n ≥ 1,

where [x] denotes the integer part of nonnegative real number x.
Our �rst result reads as follows.

Theorem 1. Let
{
ε
(n)
k , n, k ≥ 1

}
be an array of rowwise ρ-mixing random variables

satisfying supn≥1

∑∞
k=1 ρn

(
2k
)
<∞. If conditions (C1)-(C4) hold, then

(5) {Xn (t) , t ≥ 0} D→{πα (t) , t ≥ 0} , n→ ∞
in Skorokhod space D [0,+∞), where πα (t) = µα (t) /µα (1), t ≥ 0.

Remark 1. Theorem 1 extends the corresponding results of [16], [18] to the case
of arrays of rowwise ρ-mixing sequence. More precisely, Rahimov [16] obtained (7)

when
{
ε
(n)
k , n, k ≥ 1

}
is a rowwise independent with conditions (C1)-(C4). In [18],

it is considered the case when
{
ε
(n)
k , n, k ≥ 1

}
is ϕ-mixing with

∑∞
k=1 ϕ

1/2 (k) <∞
and established (5).

It is natural that the examples and Corollaries 2.1-2.3 from [16] related to the
maximum and the total progeny of the process remain true in the case of dependent
immigration. We here provide one more example of application of Theorem 1.

Example 1. Let ξ
(n)
1,1 are Bernoulli random variables with the probability of success

1 − an−1, where a > 0. Assume that for each n ≥ 1,
{
ε
(n)
k , k ≥ 1

}
is rowwise

ρ-mixing sequence of Poisson distributed random variables with mean α (n, k) =
α (k) (1 + x (n)), where α (k) ∈ Rα, x (n) → 0, n→ ∞ and supn≥1

∑∞
k=1 ρn

(
2k
)
<

∞. Then, β (n, k) = α (n, k) and condition (C1) is ful�lled with α (n) = β (n).
Moreover, it is easily seen that conditions (C2)-(C4) are also satis�ed. Hence, we
may apply the statement of Theorem 1.

Theorem 2. Let for each n ≥ 1,
{
ε
(n)
k , k ≥ 1

}
be a sequence of m-dependent

random variables. Assume conditions (C1)-(C3) and (C5) hold and for any ε > 0,

(6) E
((

ξ
(n)
1,1 − an

)2
I
{∣∣∣ξ(n)1,1 − an

∣∣∣ > εB (n)
})

→ 0, n→ ∞.

Then

(7) {Zn (t) , t ≥ 0} D→ {W (φ (t)) , t ≥ 0} , n→ ∞
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in Skorokhod space D [0,+∞), where {W (t) , t ≥ 0} is the standard Brownian mo-
tion and φ (t) is de�ned by (3).

Remark 2. In fact, condition (6) is the Lindeberg condition on o�spring distribu-

tions of process (1). Condition (6) is satis�ed if B−τ (n)E|ξ(n)1,1 − an|2+τ → 0 as

n→ ∞ for some τ > 0 (see Remark 2.2 in [16]).

Remark 3. When ε
(n)
k are independent and conditions (C1)-(C3) and α (n) → ∞,

β (n) = o (nα (n) bn) are ful�lled, Rahimov [16] obtained (7). We replace condition
β (n) = o (nα (n) bn) by mβ (n) = o (nα (n) bn) which is stronger than the latter one,
however, it is a natural in the context of rowwise m-dependence. Hence, Theorem
2 is an improvement for dependent immigration process.

Example 2. Let ξ
(n)
1,1 has the following distribution: P

(
ξ
(n)
1,1 = n

)
= αn−2,

P
(
ξ
(n)
1,1 = dn

)
= d−1

n , P
(
ξ
(n)
1,1 = 0

)
= 1−d−1

n −αn−2, where α ≥ 0 and {dn, n ≥ 1}
is a sequence of real numbers such that dn = O (n), n → ∞. It is easily seen that

an = 1 + αn−1, bn ∼ dn, n → ∞. Suppose that ε
(n)
k is a rowwise m-dependent

with m = o (n) as n → ∞ and distributed as P
(
ε
(n)
k = [k ln2 k]

)
= 1

ln k (1 + x (n)),

P
(
ε
(n)
k = 0

)
= 1− 1

ln k (1 + x (n)), n ≥ 1, k ≥ 2. Clearly, condition (C1) holds with

α (n) = n lnn, β (n) = n2 ln3 n and conditions (C2)-(C3), (C5) are also satis�ed.
Condition (6) holds due to fact that for each �xed ε > 0 and su�ciently large n,

the set
{∣∣∣ξ(n)1,1 − an

∣∣∣ > εB (n)
}
is empty. Consequently, all conditions of Theorem

2 are ful�lled and it remains to apply the statement of Theorem 2.

2. Auxiliary Results

In this section, we give some lemmas which will be used to prove our main results.
We obtain from (1) that

E
(
X

(n)
k

∣∣∣F(n)
k−1

)
= anX

(n)
k−1 + E

(
ε
(n)
k

∣∣∣F(n)
k−1

)
.

Note that the sequence
{
M

(n)
k , k ≥ 1

}
for each n ≥ 1, de�ned as

M
(n)
k := X

(n)
k − E

(
X

(n)
k

∣∣∣F(n)
k−1

)
= X

(n)
k − anX

(n)
k−1 − E

(
ε
(n)
k

∣∣∣F(n)
k−1

)
is a martingale di�erence sequence with respect to the σ-algebra F

(n)
k , k ≥ 0.

Thus,

M
(n)
k = T

(n)
k +N

(n)
k ,

where

(8) T
(n)
k =

X
(n)
k−1∑

j=1

(
ξ
(n)
k,j − an

)
, N

(n)
k = ε

(n)
k − E

(
ε
(n)
k

∣∣∣F(n)
k−1

)
.

The process Zn (t) given by (4) can be represented as

(9) a−[nt]
n Zn (t) = Z(1)

n (t) + Z(2)
n (t) ,
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where

Z(1)
n (t) =

1

B (n)

[nt]∑
k=1

a−k
n M

(n)
k ,

Z(2)
n (t) =

1

B (n)

[nt]∑
k=1

a−k
n

(
E
(
ε
(n)
k

∣∣∣F(n)
k−1

)
− α (n, k)

)
.

In the following lemma we will prove that Z
(2)
n (t) is asymptotically negligible in

L2-sense uniformly for all t ∈ [0, T ], T > 0.

Lemma 1. Assume for each n ≥ 1,
{
ε
(n)
k , k ≥ 1

}
be a sequence of m-dependent

random variables. If conditions (C1)-(C3) and (C5) hold, then for each T > 0,

sup
0≤t≤T

∣∣∣Z(2)
n (t)

∣∣∣ L2

→ 0.

Proof. If we denote η
(n)
k = E

(
ε
(n)
k

∣∣∣F(n)
k−1

)
− α (n, k), k ≥ 1, then for each n ≥ 1,

the sequence
{
η
(n)
k , k ≥ 1

}
also de�nes m-dependent random sequence. Obviously,

E
(
η
(n)
k

)2
= V ar

(
E
(
ε
(n)
k

∣∣∣F(n)
k−1

))
. By the Cauchy�Schwarz inequality and taking

into account the inequality V ar
(
E
(
ε
(n)
k

∣∣∣F(n)
k−1

))
≤ β (n, k), we have

E
(
Z(2)
n (t)

)2
≤ 1

B2 (n)

[nt]∑
k=1

a−2k
n V ar

(
E
(
ε
(n)
k

∣∣∣F(n)
k−1

))
+

+
2

B2 (n)

[nt]−1∑
k=1

(k+m)∧[nt]∑
j=k+1

a−k
n a−j

n

√
E
(
η
(n)
k

)2√
E
(
η
(n)
j

)2

(10) ≤ Cm

B2 (n)

[nt]∑
k=1

a−2k
n β (n, k) .

Note that the term in (10) can be rewritten as

Cm

B2 (n)

[nt]∑
k=1

a−2k
n (β (n, k)− β (k)) +

Cm

B2 (n)

[nt]∑
k=1

a−2k
n β (k) ,

and the latter relation is dominated by

mnβ (n)

B2 (n)

1

β (n)
max

1≤k≤nt
|(β (n, k)− β (k))| 1

n

[nt]∑
k=1

a−2k
n +

mnβ (n)

B2 (n)

1

n

[nt]∑
k=1

a−2k
n ,

which due to conditions (C1)-(C4) vanishes to zero. Lemma 1 is proved. □

Further, for each t ∈ [0, T ], T > 0, let ℑ(n)
t be the σ-algebra generated by{

Z
(2)
n (s) : s ≤ t

}
. Using similar arguments as in the proof of Lemma 1, it follows

that

E
(∣∣∣Z(2)

n (t+ θ)− Z(2)
n (t)

∣∣∣2 ∣∣∣ℑ(n)
t

)
≤ E (Qn (t, θ) |ℑn

t ) , P− a.s.
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where θ ≥ 0 and

Qn (t, θ) =
Cm

B2 (n)

[nt+nθ]∑
j=[nt]+1

(
E
(
ε
(n)
j − α (n, j)

∣∣∣F(n)
j−1

))2
.

Clearly,

Qn (t, θ) ≤ Qn (θ) := sup
0≤t≤T

Qn (t, θ) , P− a.s.,

and by Lemma 1, it yields that

sup
n≥1

Cm
∑[nT+nθ]

k=1 a−2k
n β (n, k)

B2 (n)
<∞.

By setting

Gn (θ) =
Cm

B2 (n)

[nT+nθ]∑
k=1

(
E
(
ε
(n)
k − α (n, k)

∣∣∣F(n)
k−1

))2
,

we obtain

E (Gn (θ)) ≤ sup
n≥1

Cm
∑[nT+nθ]

k=1 a−2k
n β (n, k)

B2 (n)
<∞,

and therefore, we get Qn (θ) ≤ Gn (θ) <∞,P-a.s.

Lemma 2. Under assumptions of Theorem 2, it holds
1) For each T > 0 and η > 0, there exists δ > 0 such that

sup
n≥1

P
(

sup
0≤t≤T

∣∣∣Z(2)
n (t)

∣∣∣ > δ

)
≤ η.

2)

lim
θ→0

sup
n≥1

E (Qn (θ)) = 0.

Proof. 1) From Chebyshev's inequality and (13), we get

(11) sup
n≥1

P
(

sup
0≤t≤T

∣∣∣Z(2)
n (t)

∣∣∣ > δ

)
≤ 1

δ2
sup
n≥1

Cm
∑[nT ]

k=1 a
−2k
n β (n, k)

B2 (n)
.

If we denote the right hand side of (11) by M , then, by Lemma 1, it follows that

M <∞. Now, for each �xed η and t, it remains to choose δ such that δ ≥ (M/η)
1/2

.
Thus, we have proved claim 1).

2) Since sup
0<θ<1

E (Qn (θ)) ≤ E (Gn (1)) → 0, then, for each ε > 0, there exists

N > 0 such that for all θ ∈ (0, 1), n > N , E (Qn (θ)) < ε. While for all n ≤
N observing that E (Qn (θ)) → 0 when θ → 0, one may choose θ ∈ (0, 1) such
that for θ ≤ θ0 and all k = 1, 2, . . . , N , it yields E (Qk (θ)) < ε. Thus, we have
sup
n

E (Qn (θ)) < ε for θ ≤ θ0 which proves claim 2).

Lemma 2 is proved. □

Lemma 3. The set of probability distributions of the process
{
Z

(2)
n (t) , t ≥ 0

}
is

relatively compact in D [0,+∞).

Proof. From Lemma 2 we see that conditions (a) and (b) in [2] (see Theorem 8.6)
are ful�lled. Lemma 3 is proved. □
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Now we provide some lemmas which are taken from [16].

Lemma 4. Assume {x (n) , n ≥ 1} ∈ Rρ and condition (C2) holds. Then for each
�xed T > 0 and for all ρ ≥ 0, θ ∈ R,

sup
0≤s≤T

∣∣∣∣∣∣ 1

nx (n)

[ns]∑
k=1

akθn x (k)−
∫ s

0

tρetθadt

∣∣∣∣∣∣→ 0.

Lemma 5. If conditions (C1) and (C2) hold, then uniformly in s ∈ [0, T ] for each
�xed T > 0,

1) lim
n→∞

An([ns])
nα(n) = µα (s), lim

n→∞
σ2
n([ns])
nβ(n) = µβ (s),

2) lim
n→∞

∆2
n([ns])

n2α(n)bn
=

{
να (s) /a, if a ̸= 0,
sα+2

/
(α+ 1) (α+ 2) , if a = 0.

Lemma 6. If conditions (C1) and (C2) hold, then uniformly in s ∈ [0, T ] for any
θ ∈ R, s ≥ 0,

1) lim
n→∞

1
n3α(n)bn

∑[ns]
i=1 a

θi
n ∆2

n (i) =

{
(1/a)

∫ s

0
euθaνα (u) du, if a ̸= 0,

sα+3
/
(α+ 1) (α+ 2) (α+ 3) , if a = 0,

2) lim
n→∞

1
n2β(n)

∑[ns]
i=1 a

θi
n σ

2
n (i) =

∫ s

0
euθaµβ (u) du,

3) lim
n→∞

1
n2α(n)

∑[ns]
i=1 a

θi
n An (i) =

∫ s

0
euθaµα (u) du.

Lemma 7. Let
{
ξ
(n)
k,i , k, i, n ≥ 1

}
be a triangular array of random variables de�ned

in (1) and T
(n)
k is de�ned by (8). Then,

1) E
((

T
(n)
k

)2 ∣∣∣F(n)
k−1

)
= bnX

(n)
k−1,

2) E
((∑

1≤i ̸=j≤X
(n)
k−1

(
ξ
(n)
k,i − an

)(
ξ
(n)
k,j − an

))2 ∣∣∣F(n)
k−1

)
= 2b2nX

(n)
k−1

(
X

(n)
k−1 − 1

)
.

Lemma 8. For the variable Tn (k) de�ned in (10) and for all ε > 0,

(12) E
(
T 2
n (k) I (|Tn (k)| > ε)

∣∣∣F(n)
k−1

)
≤ I1 + I2,

where

I1 = X
(n)
k−1E

((
ξ
(n)
k,i − an

)2
I
(∣∣∣ξ(n)k,i − an

∣∣∣ > ε/2
))

,

I2 = 4bnε
−2
(
X

(n)
k−1

)2
+
√
2bnε

−1
(
X

(n)
k−1

)3/2
.

The next lemma provides the moment inequality for sums of ρ-mixing random
variables which comes from [21].

Lemma 9. Let {ξi, i ≥ 1} be a sequence of ρ-mixing random variables with Eξi = 0,
Eξ2i < ∞, and

∑∞
i=1 ρ

(
2i
)
< ∞. Then there exists an absolute constant K such

that

(13) E

∣∣∣∣∣
n∑

k=1

ξk

∣∣∣∣∣
2

≤ exp

{
K

(
1 +

∞∑
i=1

ρ
(
2i
))} n∑

k=1

Eξ2k.

In the proofs we need the following FLT from [6] (see Theorem VIII.3.33).
Theorem A. Let for each n ≥ 1, {Un

k , k ≥ 1} be a sequence of martingale di�erence
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with respect to some �ltration {ℜn
k , k ≥ 1}, such that the conditional Lindeberg

condition:

(14)

[nt]∑
k=1

E
(
(Un

k )
2
I {|Un

k | > ε}
∣∣∣ℜ(n)

k−1

)
P→ 0, n→ ∞

holds for all ε > 0 and t ≥ 0. Then

[nt]∑
k=1

Un
k

D→U (t) , n→ ∞

in Skorokhod space D [0,+∞), where U (t) is a continuous Gaussian martingale
with mean zero and covariance function C (t), t ≥ 0, if and only if

(15)

[nt]∑
k=1

E
(
(Un

k )
2 ∣∣ℜn

k−1

)
P→C (t) , n→ ∞

for all t ≥ 0.

3. Proofs of the main theorems

In this section, we provide the proofs of our main results.

Proof of Theorem 1. We denote by
{
Y j
n,i (k) , k ≥ i

}
, 1 ≤ j ≤ ε

(n)
i -the Galton-

Watson branching process generated by j-th particle arriving at the moment i in
the n-th series with Y j

n,i (i) = 1. From our assumptions it follows that for each

n ≥ 1 processes
{
Y j
n,i (k) , k ⩾ i

}
, i, j ⩾ 1 are independent; Y j

n,i (k + i) , k ≥ 0 has

the same distribution as Y 1
n,1 (k) , k ≥ 1. Denote

fn,k (z) = EeizY
1
n,1(k), Ψn (z, t) = EeizX

(n)

[nt] , z ∈ R, t ≥ 0.

The form of Ψn (z, t) is given by relation (3) in [13].
It is known that in order to prove (7), it su�ces to verify it for each �nite interval.

Therefore, let us �x some T > 0 and denote by {Xn (t) , t ≥ 0}D(T )→ {πα (t) , t ≥ 0}
the weak convergence of distribution Xn (t) to distribution of πα (t) in D [0, T ].

We only consider the case a ̸= 0. Then, it is well-known that

(16) EY 1
n,1 (k) = akn, E

(
Y 1
n,1 (k)

)2
=
ak−1
n

(
akn − 1

)
an − 1

bn + a2kn .

Since the assumption bn <∞, n ≥ 1 is equivalent to E
(
Y 1
n,1 (k)

)2
<∞, we see that

the Taylor series expansion is valid for the characteristic function fn,k (z):

(17) fn,k (z) = 1 + izEY 1
n,1 (k)−

z2

2
E
(
Y 1
n,1 (k)

)2
+
z2

2
τn,k (z) , k, n ≥ 1,

where τn,k (z) is the remainder term and |τn,k (z)| ≤ 3E
(
Y 1
n,1 (k)

)2
, τn,k (z) → 0 as

z → 0. Now using decomposition lnx = x − 1 + O
(
(x− 1)

2
)
, x → 1 and from

relations (16), (17), we obtain P-a.s.

(18) ln

[nt]∏
k=1

f
ε
(n)
k

n,[nt]−k

(
z

A (n)

)
= izI(1)n (t)− z2

2

(
I(2)n (t) + I(3)n (t) + I(4)n (t)

)
,
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where

I(1)n (t) =
1

A (n)

[nt]∑
k=1

a[nt]−k
n ε

(n)
k ,

I(2)n (t) =
1

A2 (n)

[nt]∑
k=1

ε
(n)
k E

(
Y 1
n,1 ([nt]− k)

)2
,

I(3)n (t) =
1

A2 (n)

[nt]∑
k=1

ε
(n)
k τn,[nt]−k

(
z

A (n)

)
, I(4)n (t) =

1

A2 (n)

[nt]∑
k=1

a2([nt]−k)
n ε

(n)
k .

We treat each term of relation (18) separately. Let us start with I
(1)
n (t).

(19) EI(1)n (t) =
1

A (n)

[nt]∑
k=1

a[nt]−k
n (α (n, k)− α (k)) +

1

A (n)

[nt]∑
k=1

a[nt]−k
n α (k).

From [16], we know that the �rst term in (19) tends to zero and the second term
converges to πα (t) uniformly in t ∈ [0, T ] for each �xed T > 0. Thus, we derive

that EI(1)n (t) → πα (t) as n→ ∞ uniformly in t ≥ 0.

Now consider the variance of I
(1)
n (t). Let us consider a sequence

{
ζ
(n)
k , k, n ≥ 1

}
where ζ

(n)
k = a

[nt]−k
n ε

(n)
k , k, n ≥ 1. We see that both sequences

{
ε
(n)
k , k ≥ 1

}
and

{
ζ
(n)
k , k, n ≥ 1

}
generate the same σ-algebras. Thus,

{
ζ
(n)
k , k, n ≥ 1

}
is also

ρ-mixing with Eζ(n)k = a
[nt]−k
n α (n, k). Consequently, by (13), we have

1

A2 (n)
E

 [nt]∑
k=1

ζ
(n)
k

2

≤ C

A2 (n)

[nt]∑
j=1

E
(
ζ
(n)
j

)2

(20) ≤ C

A2 (n)

[nt]∑
j=1

a2([nt]−j)
n β (n, j) +

C

A2 (n)

[nt]∑
j=1

a2([nt]−j)
n α2 (n, j).

It was shown in [16] (see pp. 362-363) that under conditions nβ (n) = o
(
A2 (n)

)
and (C1) both terms of (20) converge to zero as n tends to in�nity.

Combining together the above bounds, we have uniformly in t ≥ 0,

(21) I(1)n (t)
P→πα (t) .

Consider I
(2)
n (t). Applying Lemmas 4-5 and using the fact that A (n) ∼ Cnα (n),

we derive that

EI(2)n (t) =
∆2

n ([nt])

A2 (n)
+

1

A2 (n)

[nt]∑
j=1

a2([nt]−j)
n α (n, j) → 0.

Since I
(2)
n (t) ≥ 0 P-a.s., we have

(22) I(2)n (t)
P→ 0.
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Using similar arguments as in the proof of I
(2)
n (t) and from the inequality

|τn,k (z)| ≤ 3E
(
Y 1
n,1 (k)

)2
, one establishes that

E
∣∣∣I(3)n (t)

∣∣∣ ≤ [nt]∑
k=1

α (n, k)

∣∣∣∣τn,[nt]−k

(
z

A (n)

)∣∣∣∣
≲

1

A2 (n)
∆2

n ([nt]) +
1

A2 (n)

[nt]∑
k=1

a2([nt]−k)
n α (n, k) → 0.

Thus by Chebyshev's inequality, we deduce that

(23) I(3)n (t)
P→ 0.

Similarly to the proof of (22), we �nd that I
(4)
n (t) converges to zero in probability.

From the above and (18), (21)-(23), it follows

ln

[nt]∏
k=1

f
ε
(n)
k

n,[nt]−k

(
z

A (n)

)
P→ izπα (t) , t ≥ 0.

Consequently, the application of Lebesgue dominated convergence theorem gives us

Ψn

(
z

A (n)
, t

)
→ eizπα(t), t ≥ 0.

Hence, uniformly with respect to t ≥ 0,

(24) Xn (t)
P→πα (t) , n→ ∞.

Due to the fact that the limiting distribution in (24) is a degenerate, the conver-
gence of the �nite-dimensional distributions follows from (24). Hence, the �nite-
dimensional distributions of random process {Xn (t) , t ∈ [0, T ]} converge in probabi-
lity to �nite-dimensional distributions of {πα (t) , t ≥ 0}.

It remains to prove the tightness of {Xn (t) , t ∈ [0, T ]} in D [0, T ]. We will prove
that for su�ciently large n and t1 ≤ t ≤ t2,

(25) E (|Xn (t)−Xn (t1)| |Xn (t2)−Xn (t)|) ≤ C (t2 − t1)
2
,

which is su�cient for tightness (see Theorem 13.5 in [1]). We use the following
inequality

E(Xn (t)−Xn (s))
2 ≤ K(1)

n (t, s) +K(2)
n (t, s),

where 0 < s < t ≤ T and

K(1)
n (t, s) =

3

A2 (n)

(
B2

n ([nt]) +B2
n ([ns])

)
,

K(2)
n (t, s) =

3

A2 (n)

(
(An ([nt])−An ([ns]))

2
)
.

From conditions of Theorem 1, for su�ciently large n and 0 < s < t ≤ T , we obtain

K(1)
n (t, s) +K(2)

n (t, s) ≤ Cbn
α (n)

(να (t) + να (s))

+
C

n2α2 (n)
sup
n≥1

∞∑
i=1

ρn
(
2i
) [nt]∑
k=1

a2(n−k)
n β (n, k)
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+
C

n2α2 (n)
sup
n≥1

∞∑
i=1

ρn
(
2i
) [ns]∑
k=1

a2(n−k)
n β (n, k) + T 2α (t− s)

2
,

which implies (25). This completes the proof of Theorem 1.
In the proof of next theorem we use (9) and divide the proof of Theorem 2 into

two propositions, which together will imply our result.

Proposition 1. Under conditions of Theorem 2, we have

Z(2)
n (t)

D→W (φ (t)) , n→ ∞

in Skorokhod space D [0,+∞), where {W (t) , t ≥ 0} is the standard Brownian motion.

Proof. First note that since M
(n)
k is a martingale di�erence then the sequence

{Un
k , k ≥ 1} where Un

k = a−k
n M

(n)
k /B (n) for each n ≥ 1, de�nes a sequence of

martingale di�erences with respect to the �ltration F
(n)
k , k ≥ 0. Hence, we need to

show that all conditions of Theorem A are ful�lled. First, we will prove that (15)
is satis�ed. Observe that

E
((

M
(n)
k

)2 ∣∣∣F(n)
k−1

)
= bnX

(n)
k−1 + E

((
ε
(n)
k

)2 ∣∣∣F(n)
k−1

)
−
(
E
(
ε
(n)
k

∣∣∣F(n)
k−1

))2
which yields

(26)

[nt]∑
k=1

E
(
(Un

k )
2
∣∣∣F(n)

k−1

)
= J (1)

n (t) + J (2)
n (t) ,

where

J (1)
n (t) =

bn
B2 (n)

[nt]∑
k=1

a−2k
n X

(n)
k−1,

J (2)
n (t) =

1

B2 (n)

[nt]∑
k=1

a−2k
n

(
E
((

ε
(n)
k

)2 ∣∣∣F(n)
k−1

)
−
(
E
(
ε
(n)
k

∣∣∣F(n)
k−1

))2)
.

Consider J
(1)
n (t). Since B2 (n) ∼ ∆2 (n) and by using Lemmas 5-6, we get

uniformly for each t ≥ 0,

(27) EJ (1)
n (t) =

bn
B2 (n)

[nt]∑
k=1

a−2k
n An (k − 1) → φ∗ (t) ,

where φ∗ (t) = (a/να (1))
∫ t

0
µα (u) e−2audu if a ̸= 0 and φ∗ (t) = t2+α if a = 0.

Now consider the variance of J
(1)
n (t). It is easy to check that

(28) V ar
(
J (1)
n (t)

)
= R(1)

n (t) +R(2)
n (t) ,

where

R(1)
n (t) =

b2n
B4 (n)

[nt]∑
k=1

a−4k
n B2

n (k − 1) ,

R(2)
n (t) =

2b2n
B4 (n)

[nt]−2∑
i=1

[nt]−1∑
j=i+1

a−2(i+j)
n cov

(
X

(n)
i , X

(n)
j

)
.
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We will show that R
(1)
n (t) → 0. With this aim, we �rst consider σ̃2 (n). By the

moment inequality for m-dependent random variables,

σ̃2 (n) = E

(
n∑

i=1

an−i
n

(
ε
(n)
i − α (n, i)

))2

≤ m

n∑
i=1

a2(n−i)
n β (n, i) = mσ2 (n) .

From Lemma 5 and condition (C5), it follows that B2 (n) ∼ ∆2 (n), σ̃2 (n) =
o
(
∆2 (n)

)
. Thus from above and by Lemma 6, one can have that

R(1)
n (t) =

b2n
B4 (n)

[nt]∑
k=1

a−4k
n B2

n (k − 1) +
b2n

B4 (n)

[nt]∑
k=1

a−4k
n σ̃2

n (k − 1)

(29) ∼ Cn3α (n) b3n
n4α2 (n) b2n

+
Cmn2β (n) b2n
n4α2 (n) b2n

→ 0.

Regarding the term R
(2)
n (t), we use the equality

cov
(
X

(n)
i , X

(n)
j

)
= aj−i

n B2
n (i) +

j∑
k=i+1

i∑
l=1

aj−k−i−l
n cov

(
ε
(n)
k , ε

(n)
l

)
.

Unlike the equality (4.8) in [16], the latter formula contains a new term because of
dependence of the immigration sequence, so that

R(2)
n (t) =

2b2n
B4 (n)

[nt]−2∑
i=1

[nt]−1∑
j=i+1

a−2(i+j)
n aj−i

n B2
n (i)

(30) +
2b2n

B4 (n)

[nt]−2∑
i=1

[nt]−1∑
j=i+1

a−2(i+j)
n

j∑
k=i+1

i∑
l=1

aj−k−i−l
n cov

(
ε
(n)
k , ε

(n)
l

)
.

The �rst term on the right hand-side of (30) can be estimated as

(31)
2b2n

B4 (n)

[nt]−2∑
i=1

a−3i
n B2

n (i)

[nt]−1∑
j=1

a−j
n ≲

Cn3α (n) b3n
n4α2 (n) b2n

+
Cmn3β (n) b2n
n4α2 (n) b2n

→ 0.

For the second term of (30), we have

2b2n
B4 (n)

[nt]−2∑
i=1

[nt]−1∑
j=i+1

j∑
k=i+1

i∑
l=1

a−3i−j−k−l
n cov

(
ε
(n)
l , ε

(n)
k

)

≲
b2n

B4 (n)

[nt]−2∑
i=1

[nt]−1∑
j=i+1

a−3i−j
n

[nt]∑
k=2

k−1∑
l=1

a−k−l
n cov

(
ε
(n)
l , ε

(n)
k

)

(32) ≲
mb2n
B4 (n)

[nt]−2∑
i=1

[nt]−1∑
j=i+1

a−3i−j
n

[nt]∑
k=2

a−2k
n β (n, k) → 0.

From (30)-(32) we deduce that R
(2)
n (t) → 0. Thus, by (28), (29), we infer that

V ar
(
J (1)
n (t)

)
→ 0.
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From above and by relations (27)-(32), we get

(33) J (1)
n (t)

P→φ∗ (t) .

We now prove that J
(2)
n (t)

P→ 0. Indeed, note that

EJ (2)
n (t) =

1

B2 (n)

[nt]∑
k=1

a−2k
n

(
E
(
ε
(n)
k

)2
− (α (n, k))

2

)

+
1

B2 (n)

[nt]∑
k=1

a−2k
n

(
(α (n, k))

2 − E
(
E
(
ε
(n)
k

∣∣∣F(n)
k−1

))2)

=
1

B2 (n)

[nt]∑
k=1

a−2k
n

(
V ar

(
ε
(n)
k

)
− V ar

(
E
(
ε
(n)
k

∣∣∣F(n)
k−1

)))

(34) ≤ 1

B2 (n)

[nt]∑
k=1

a−2k
n β (n, k) .

In order to bound the term in (34), we �rst rewrite it as

1

B2 (n)

[nt]∑
k=1

a−2k
n (β (n, k)− β (k)) +

1

B2 (n)

[nt]∑
k=1

a−2k
n β (k) ,

and due to conditions of Theorem 2 and Lemma 4,

1

β (n)
max

1≤k≤nt
|β (n, k)− β (k)| nβ (n)

B2 (n)

1

n

[nt]∑
k=1

a−2k
n +

nβ (n)

B2 (n)

1

n

[nt]∑
k=1

a−2k
n → 0,

which proves

(35) J (2)
n (t)

P→ 0.

Consequently, collecting (33) with (35), and by (26) we obtain

(36)

[nt]∑
k=1

E
(
(Un

k )
2 ∣∣Fn

k−1

)
P→φ∗ (t) .

We turn now to the proof of (14). Using a simple inequality (x+ y)
2 ≤

≤ 2
(
x2 + y2

)
, where x, y ∈ R, we �nd that

L (n) :=
1

B2 (n)

[nt]∑
k=1

a−2k
n E

((
M

(n)
k

)2
I
{∣∣∣a−k

n M
(n)
k

∣∣∣ > εB (n)
} ∣∣∣F(n)

k−1

)
≤ 2 (L1 (n) + L2 (n)) ,

where

L1 (n) =
1

B2 (n)

[nt]∑
k=1

a−2k
n E

((
T

(n)
k

)2
I
{∣∣∣a−k

n M
(n)
k

∣∣∣ > εB (n)
} ∣∣∣F(n)

k−1

)
,

L2 (n) =
1

B2 (n)

[nt]∑
k=1

a−2k
n E

((
N

(n)
k

)2
I
{∣∣∣a−k

n M
(n)
k

∣∣∣ > εB (n)
} ∣∣∣F(n)

k−1

)
.
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First we estimate L1 (n). Note that for any random variables X and Y , and for
all ε > 0, one has

(37) I {|X + Y | > ε} ≤ I {|X| > ε/2}+ I {|Y | > ε/2} .
The application of (37) gives us the bound

L1 (n) ≤ L1,1 (n) + L1,2 (n) ,

where

L1,1 (n) =
1

B2 (n)

[nt]∑
k=1

a−2k
n E

((
T

(n)
k

)2
I
{∣∣∣a−k

n T
(n)
k

∣∣∣ > εB (n) /2
} ∣∣∣F(n)

k−1

)
,

L1,2 (n) =
1

B2 (n)

[nt]∑
k=1

a−2k
n E

((
T

(n)
k

)2
I
{∣∣∣a−k

n N
(n)
k

∣∣∣ > εB (n) /2
} ∣∣∣F(n)

k−1

)
.

Consider L1,1 (n). Using (12) from Lemma 8, it is proved [16] that L1,1 (n) is
bounded by relations S1 (n, t), S2 (n, t) and S3 (n, t). Then, by conditions (C1)-
(C3), (C5) and (6), it is also shown that each of the terms Si (n, t), i = 1, 2, 3,
converges in probability to zero. Hence,

(38) L1,1 (n)
P→ 0.

The detailed proof of (38) is omitted since the proof also remains true in our context.
Further, by using Lemma 7 and taking into account the independence between

the o�spring and immigration sequences, we get

L1,2 (n) =
bn

B2 (n)

[nt]∑
k=1

a−2k
n X

(n)
k−1E

(
I
{∣∣∣a−k

n N
(n)
k

∣∣∣ > εB (n) /2
} ∣∣∣F(n)

k−1

)
.

Thus, from Markov inequality, for any γ > 0, it yields

(39) P (L1,2 (n) > γ) ≤ bn
γB2 (n)

[nt]∑
k=1

a−2k
n EX(n)

k−1E
(
I
{∣∣∣a−k

n N
(n)
k

∣∣∣ > εB (n) /2
})

.

In order to bound the right-hand side of (39), we �rst apply Cauchy-Schwarz

inequality, the inequality
√
(x2 + y2) ≤

√
2 (|x|+ |y|), x, y ∈ R and then Chebyshev

inequality, overall, we obtain

bn
B2 (n)

[nt]∑
k=1

a−2k
n

(
E
(
X

(n)
k−1

)2)1/2 (
E
(
I
{∣∣∣a−k

n N
(n)
k

∣∣∣ > εB (n) /2
}))1/2

≤ bn
B2 (n)

[nt]∑
k=1

a−2k
n

(
B2

n (k − 1) +A2
n (k − 1)

)1/2 (P{∣∣∣a−k
n N

(n)
k

∣∣∣ > εB (n) /2
})1/2

≤ Cbn
B3 (n)

[nt]∑
k=1

a−2k
n (Bn (k − 1) +An (k − 1))

(
E
(
a−k
n N

(n)
k

)2)1/2

≤ Cbn
B3 (n)

[nt]∑
k=1

a−3k
n β1/2 (n, k) (Bn (k − 1) +An (k − 1))

≲
bn (Bn ([nt]) +An ([nt]))

B3 (n)

[nt]∑
k=1

a−3k
n β1/2 (n, k) → 0.
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where in last step we used the properties of regularly varying functions and B2 (n) ∼
Cn2α (n) bn, A (n) ∼ Cnα (n). Therefore, we deduce that

(40) L1,2 (n)
P→ 0.

Recalling (38) and (40), we have

(41) L1 (n)
P→ 0.

In order to estimate L2 (n), it su�ces to note that

EL2 (n) ≤
1

B2 (n)

[nt]∑
k=1

a−2k
n E

(
N

(n)
k

)2

≤ 2

B2 (n)

[nt]∑
k=1

a−2k
n

(
β (n, k) + E

(
E
(
ε
(n)
k

∣∣∣F(n)
k−1

)
− α (n, k)

)2)

≤ 4

B2 (n)

[nt]∑
k=1

a−2k
n β (n, k) → 0.

Therefore,

(42) L2 (n)
P→ 0.

From (41) and (42), we conclude

(43) L (n)
P→ 0.

Collecting (36) and (43), we have proved that Z
(1)
n (t)

D→W (φ∗ (t)) in D [0,+∞).
Now, it remains to note that CW

(
t/C2

)
is a standard Wiener process for any

C ̸= 0. This ends the proof of Proposition 1. □

Proposition 2. Assume for each n ≥ 1,
{
ε
(n)
k , k ≥ 1

}
be a sequence of m-depen-

dent random variables. If conditions (C1)-(C3) and (C5) hold, then

Z(2)
n (t)

D→ 0,

in Skorokhod space D [0,+∞).

Proof. The assertion of Proposition 2 follows from Lemmas 2-3 immediately. □

Proof of Theorem 2. The proof of Theorem 2 is a straightforward consequence
of Propositions 1-2.
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