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Introduction

We will use the notation R for a (commutative) ring with unit. Also ifM is
an R-module and n ≥ 2 an integer, we write Torn(M) := {x ∈ M : nx = 0}.
The algebras under consideration in this work are not necessarily unital
or associative. A multiplication on a vector space W is a bilinear mapping
W×W → W . We denote by (W,P ) the algebra with underlying spaceW and
multiplication P . Given a vector space W , a linear mapping A : W → W ,
and a bilinear mapping B : W × W → W , we can de�ne a multiplication
[A,B] : W ×W → W by the formula

[A,B](x, y) = A(B(x, y))−B(A(x), y)−B(x,A(y)),

for x, y ∈ W . For an algebra A with a multiplication P and x ∈ A, we
denote by LP

x the operator of left multiplication by x. If the multiplication
P is �xed, we write Lx instead of LP

x .

In 1990 Kantor [15] de�ned the multiplication · on the set of all algebras
(i.e. all multiplications) on the n-dimensional vector space Vn as follows:

A ·B = [LA
e , B],

where A and B are multiplications and e ∈ Vn is some �xed vector. LetW (n)
denote the algebra of all algebra structures on Vn with multiplication de�ned
above. If n > 1, then the algebra W (n) does not belong to any well-known
class of algebras (such as associative, Lie, Jordan, or Leibniz algebras). The
algebra W (n) turns out to be a conservative algebra (see below).

In 1972, Kantor [10] introduced conservative algebras as a generalization of
Jordan algebras (also, see surveys about the study of conservative algebras
and superalgebras [17, 26]). Namely, an algebra A = (W,P ) is called a
conservative algebra if there is a new multiplication F : W ×W → W such
that

[LP
b , [L

P
a , P ]] = −[LP

F (a,b), P ],

for all a, b ∈ W . In other words, the following identity holds:

b(a(xy)− (ax)y − x(ay))− a((bx)y) + (a(bx))y + (bx)(ay)− a(x(by))
+(ax)(by) + x(a(by)) = −F (a, b)(xy) + (F (a, b)x)y + x(F (a, b)y).

The algebra (W,F ) is called an algebra associated to A. The main subclass
of conservative algebras is the variety of terminal algebras, which is de�ned
by the conservative identity with

F (a, b) = 1
3(2ab+ ba).

It includes the varieties of Leibniz and Jordan algebras as subvarieties.
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Let us recall some well-known results about conservative algebras. In [10]
Kantor classi�ed all simple conservative algebras and triple systems of second-
order and de�ned the class of terminal algebras as algebras satisfying a cer-
tain identity. He proved that every terminal algebra is a conservative algebra
and classi�ed all simple �nite-dimensional terminal algebras with left quasi-
unit over an algebraically closed �eld of characteristic zero [12]. Terminal
trilinear operations were studied in [13], and some questions concerning the
classi�cation of simple conservative algebras were considered in [14]. Af-
ter that, Cantarini and Kac classi�ed simple �nite-dimensional (and linearly
compact) super-commutative and super-anticommutative conservative su-
peralgebras and some generalizations of these algebras (also known as �rigid�
or quasi-conservative superalgebras) over an algebraically closed �eld of char-
acteristic zero [3]. The classi�cation of all 2-dimensional conservative and
rigid (in sense of Kac-Cantarini) algebras is given in [2]; and also, the al-
gebraic and geometric classi�cation of nilpotent low dimensional terminal
algebras is given in [18, 19].

The algebra W (n) plays a similar role in the theory of conservative al-
gebras as the Lie algebra of all n × n matrices gln plays in the theory of
Lie algebras. Namely, in [11, 15] Kantor considered the category Sn whose
objects are conservative algebras of non-Jacobi dimension n. It was proven
that the algebra W (n) is the universal attracting object in this category,
i.e., for every M ∈ Sn there exists a canonical homomorphism from M into
the algebra W (n). In particular, all Jordan algebras of dimension n with
unity are contained in the algebra W (n). The same statement also holds
for all noncommutative Jordan algebras of dimension n with unity. Some
properties of the product in the algebra W (n) were studied in [4, 16]. The
universal conservative superalgebra was constructed in [21]. The study of low
dimensional conservative algebras was started in [20]. The study of proper-
ties of 2-dimensional algebras is also one of popular topic in non-associative
algebras (see, for example, [7, 23, 25]) and as we can see the study of prop-
erties of the algebra W (2) could give some applications on the theory of
2-dimensional algebras. So, from the description of idempotents of the al-
gebra W (2) it was received an algebraic classi�cation of all 2-dimensional
algebras with left quasi-unit [22]. Derivations and subalgebras of codimen-
sion 1 of the algebra W (2) and of its principal subalgebras W2 and S2 were
described [20]. Later, the automorphisms, one-sided ideals, idempotents and
local (and 2-local) derivations and automorphisms of W (2) and its principal
subalgebras were described in [1, 5, 22]. Note that W2 and S2 are simple
terminal algebras with left quasi-unit from the classi�cation of Kantor [12].

The present paper is devoted to continuing the study of properties ofW (2)
and its principal subalgebras. We pay also some attention to the description
of the a�ne group scheme of automorphisms of the algebras under scope,
with an eye on the classi�cation of gradings of these algebras (over arbitrary
�elds).
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1 The graph of an algebra basis

In this section, the ground �eld F will not be assumed to have character-
istic zero. For an arbitrary F-algebra A we will denote by M(A) (or simply
M if there is no possible ambiguity), the multiplication algebra of A, that
is, the subalgebra of EndF(A) (where A is considered as a vector space) gen-
erated by left and right multiplication operators. We will denote by M1(A)
the subalgebra of EndF(A) generated by 1 and M(A). Observe that if A
is an algebra whose multiplication algebra is M, and S ⊂ A a subset, the
ideal of A generated by S agrees with MS (de�ned as the linear span of the
elements T (x) where T ∈ M and x ∈ S).

Assume A is an algebra over a �eld F. Fix a basis (ui)i∈I of A. Then
we can construct a graph whose vertices are the basic elements ui and for
any two vertices we draw an arrow from ui to uj if uj = T (ui) for some T
in M1(A). This relation T (ui) = uj will be denoted ui ≥ uj . The relation
≥ is re�exive and transitive. However, to simplify the resulting graph, (1)
we will not draw an arrow from each ui to itself (as we should); and (2) if
ui ≥ uj ≥ uk we will draw an arrow from ui to uj and another from uj to uk
but there will be no need to draw the arrow from ui to uk. So there are many
choices to draw the simpli�ed graph, but they all give the same information.

For instance
e3

e1

e4e2

is the graph associated to the algebra S2 whose multiplication table (for a
ground �eld of characteristic other than 3) is given below:

e1 e2 e3 e4
e1 −e1 −3e2 e3 3e4
e2 3e2 0 2e1 e3
e3 −2e3 −e1 −3e4 0
e4 0 0 0 0

We can see that the graph is strongly connected in the sense that for
any two vertices there is a path connecting them. This means that the
ideal generated by any ei is the whole algebra. In case the ground �eld has
characteristic 3 the graph is given in the �gure below,

e3

e1

e4e2

Graph of S2 in case ch(F) = 3.
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which is not strongly connected. As we will see, strong connection is a
necessary condition for simplicity. If E is any graph with set of vertices E0

and S ⊂ E0, we will denote by tree(S) the set of all v ∈ E0 such that there
is a path from S to v. We can also construct a map tree : E0 → E0 such
that S 7→ tree(S). If E is the graph of an F-algebra B relative to a basis
B = {bi}i, the �xed points of tree induce ideals of B: assume tree(S) = S,
then ⊕u∈SFu is a right ideal of B because for any ei ∈ B and any u ∈ S ⊂ B,
one has uei = 0 or uei =

∑
j∈J x

jej (with xj ∈ F×) so that u ≥ ej (for any

j ∈ J) implying ej ∈ S. Thus (⊕u∈SFu)B ⊂ ⊕u∈SFu. Similarly one can
prove that ⊕u∈SFu is a left ideal of B. So we claim:

Lemma 1. Let E be the graph of an F-algebra B relative to a given basis
B = (bi)i. If S is a �xed point of tree : E0 → E0 then ⊕u∈SFu is an ideal
of B.

When ch(F) = 3, considering the graph of S2 in �gure above, we see
immediately that the unique �xed points of the map tree are the subsets
of vertices ∅, {e1, e3}, {e1, e2, e3}, {e1, e3, e4} and E0. So at a �rst glace
we detect three nontrivial proper ideals: Fe1 ⊕ Fe3, Fe1 ⊕ Fe2 ⊕ Fe3 and
Fe1 ⊕ Fe3 ⊕ Fe4. If I is the 3-dimensional ideal generated by e1, e3 and e4,
we have A = I⊕Fe2 and A/I is a zero-product algebra. Similarly if J is the
ideal generated by {e1, e2, e3} then A = J ⊕ Fe4 and A/J is a zero product
algebra. With these ideas in mind, an easy criterium for simplicity is

Lemma 2. Let A be any algebra with A2 ̸= 0 and let M := M(A) be its
multiplication algebra. Then A is simple if and only if

(1) Its graph relative to a basis (ui)i∈I is strongly connected, and
(2) For any nonzero x ∈ A there is some ui in Mx.

For instance to check the simplicity of the four-dimensional algebra S2

whose multiplication table is given above (in the case of characteristic other
than 3), since its graph is strongly connected we only need to realize that
for a nonzero x =

∑
xiei ∈ S2 we have:

(1) If x3 ̸= 0, (xe2)e2 = 3x3e2 hence e2 ∈ M(S2)x.
(2) If x3 = 0, x1 ̸= 0, xe2 = −3x1e2, so e2 ∈ M(S2)x.
(3) If x3 = x1 = 0 x4 ̸= 0, e2x = x4e3 implying e3 ∈ M(S2)x.
(4) If xi = 0 except for i = 2 then e2 ∈ M(S2)x.

Thus, in any case there is a basis element in M(S2)x.
For an algebra A, the condition that M(A) = EndF(A) implies simplicity

of A: indeed, if this coincidence happens, for any nonzero x ∈ A and any
y ∈ A, there is a linear map f : A → A such that y = f(x). Since f ∈ M(A)
then y is in the ideal generated by x. Thus A is simple. In [8, Corollary
of Theorem 3] it is proved that in the �nite-dimensional case, an algebra U
over a �eld F is simple if and only if its multiplication algebra is simple.

Lemma 3. Let U be a �nite-dimensional algebra over a �eld F. If U is
simple then M(U) = EndF(U).
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Proof. Assume �rst that the ground �eld F is algebraically closed. If U is
simple, by [8] we know that M := M(U) is simple. Let n := dim(U), since
U is an M-module (irreducible and faithful) then M ∼= EndF(U). If the
ground �eld F is not algebraically closed we consider the algebraic closure Ω
of F and the Ω-algebra UΩ := U ⊗F Ω. Then M(UΩ) = EndΩ(UΩ) and by
[6, (2.5)Lemma] we have M(UΩ) ∼= M(U)⊗ Ω. Since

dim(EndF(U)) = dimΩ(EndΩ(UΩ)) = dimΩ(M(UΩ)) = dim(M(U))

we conclude EndF(U) = M(U). □

If U is simple but fails to be �nite-dimensional we can say that M(U) is a
dense subalgebra of EndF(U) in the sense of Jacobson density. To clarify this,
theM-module U is simple (or irreducible in the terminology of [9]). Since the
action of M on U is the natural one, we can say that U is an irreducible and
faithful M-module. Hence M is a primitive F-algebra. The irreducibility of
U as an M-module implies that the F-algebra Γ := EndM(U) is a division
algebra. This consists of all F-linear maps T : U → U such that

T (xy) = xT (y) = T (x)y for any x, y ∈ U .

So Γ is the centroid of U which is known to be a �eld (extesion of F) given
the simplicity of U . Now U is an Γ-algebra in a natural way and we have
a monomorphism M ↪→ EndΓ(U) which is dense in the sense that for any
Γ-linearly independent x1, . . . , xn ∈ U and arbitrary y1, . . . , yn ∈ U , there is
some T ∈ M such that T (xi) = yi for i = 1, . . . n (see [9, Density Theorem for
Irreducible Modules, II, �2, p.28]). Observe that when U is �nite-dimensional
the extension �eld Γ has (Γ : F) �nite. Thus if F is algebraically closed we
have Γ = F andM being dense in EndΓ(U) = EndF(U) givesM = EndF(U).
If F is not algebraically closed we can argue as in the last part of the proof
of Lemma 3. So we recover Lemma 3 from the general result:

Proposition 4. If U is a simple F-algebra then M := M(U) is a primitive
algebra, more precisely there is:

(1) A monomorphism M ↪→ EndΓ(U) where Γ is the centroid of U
(which is a �eld extension of F).

(2) For any collection of Γ-linearly independent elements x1, . . . , xn ∈ U
and any collection y1, . . . , yn ∈ U , there is an element T ∈ M such
that T (xi) = yi for any i.

As a consequence of Lemma 3, for a �nite-dimensional algebra A over a
�eld F, proving that EndF(A) agrees with M(A) is equivalent to proving
that A is simple. The characterization of the coincidence M(A) = EndF(A)
in terms of the graph of A is:

Proposition 5. Let A2 ̸= 0 be a �nite-dimensional algebra and M = M(A)
its multiplication algebra. Then M = EndF(A) if and only if:

(1) The graph of A relative to a basis (ui)
n
i=1 is strongly connected.
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(2) For every i ∈ {1, . . . , n} there is some j ∈ {1, . . . , n} and T ∈ M
such that T (uk) = δikuj for any k.

Proof. If M = EndF(A) the algebra A is simple whence the graph is strongly
connected. The other assertion in the statement is straightforward. So
assume that both conditions in the statement hold. If we de�ne the linear
maps Eij : A → A such that Eij(uk) = δikuj we know that EndF(A) =
⊕n

i,j=1FEij . Now, condition 2) says that for any i there is some Eij ∈ M.

But the graph relative to (ui) is strongly connected so for any uj , uk there
exists T ∈ M such that uk = T (uj). Thus TEij = Eik and we have Eik ∈ M
for every k and i. □

Remark 6. If the graph of an F-algebra A relative to a basis (ui)
n
i=1 is

strongly connected and some Eij ∈ M = M(A) (identifying M with an
subalgebra of EndF(A)), then Eik ∈ M for any k. Indeed: given uj and uk
by the strong connectedness of the graph, there is some T ∈ M such that
T (uj) = uk. Then Eik = TEij ∈ M.

Theorem 7. If F is a �eld of characteristic other than 3 and S2 the four-
dimensional algebra whose multiplication algebra is given above, we have
M := M(S2) = EndF(S2). Consequently S2 is simple. If the characteristic
of F is 3 there is a 3-dimensional ideal I which is the subspace generated by
e1, e3 and e4. Moreover S2 = I⊕Fe2 and S2/I is a zero-product algebra. In
this case M has dimension 8 and a 4-dimensional radical rad(M) such that
rad(M) = 0 and M/ rad(M) ∼= M2(F).

Proof. Since the graph relative to the basis (ei)
4
i=1 is strongly connected we

need to check (2) in Proposition 5.

(A) First, we will consider the case in which the characteristic of F is
other than 2 or 3. Under this hypothesis, the element R2

e2 ∈ M acts
in the way

R2
e2(e1) = (e1e2)e2 = −3e22 = 0, R2

e2(e2) = (e2e2)e2 = 0,
R2

e2(e3) = (e3e2)e2 = −e1e2 = 3e2, R2
e2(e4) = (e4e2)e2 = 0.

Thus E32 = 1
3R

2
e2 ∈ M and we can also prove that E3k ∈ M for

any k:

E31 =
1
2Re3E32 ∈ M, E33 = Re4E32 ∈ M, E34 = −1

3Re3E33 ∈ M.

So far E3k ∈ M for any k. Furthermore, it can be checked that

Re1 = −E11 + 3E22 − 2E33, Le1 = −E11 − 3E22 + E33 + 3E44.

On the other hand we have:

E21 = −Re2Re4 ∈ M,
Re2 = −3E12 − E31, hence E12 ∈ M

E12, E21 ∈ M, hence E11, E22 ∈ M
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Le1 = −E11 − 3E22 + E33 + 3E44, hence E44 ∈ M.

Summarizing Eii ∈ M for i = 1, 2, 3, 4. Thus (2) of Proposition 5
is satis�ed.

(B) Second, we analyze the case in which F has characteristic 2. The
multiplication table of S2 adopts the form in �gure:

e1 e2 e3 e4
e1 e1 e2 e3 e4
e2 e2 0 0 e3
e3 0 e1 e4 0
e4 0 0 0 0

Multiplication table of S2 when char(F) = 2.

Then the matrix whose (i, j) entry is ReiRej is shown in

(ReiRej )
4
i,j=1 =


E11 + E22 E12 + E31 0 0

E12 E32 E11 E21

E13 E33 E14 E24

E14 + E23 E13 + E34 0 0

 ,

hence E1i ∈ M for any i. From this, E2i ∈ M also for any i.
Consequently E3i ∈ M for any i. The matrix whose (i, j) entry is
LeiLej is

(LeiLej )
4
i,j=1 =


E11 + E22 + E33 + E44 E12 + E43 E21 + E34 0

E12 + E43 0 E22 + E33 0
E21 + E34 E11 + E44 0 0

0 0 0 0

 ,

which implies E43, E44 ∈ M. E41, E42 ∈ M follows from the multi-
plication table.

(C) Third, assume that char(F) = 3. Denoting as before by Eij the basis
of EndF(A) such that Eij(ek) = δikej , we have

Le1 = Re1 = −E11 + E33, Le2 = −E31 + E43, Re2 = −E31,
Le3 = Re3 = E13 − E21, Re4 = E23.

The subalgebra of EndF(A) generated by these operators is M
and coincides with the F-linear span of

{E11, E33, E31, E13, E21, E23, E41, E43}.
If we compute the radical of the symmetric bilinear form ⟨·, ·⟩ : M×
M → F given by ⟨f, g⟩ := trace(fg) we �nd that

M⊥ := rad(⟨·, ·⟩) = FE43 ⊕ FE21 ⊕ FE23 ⊕ FE41.

For the reader's convenience, we recall that the radical of a bilinear
symmetric form in a vector space is the subspace of elements which
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are orthogonal to the whole space. For a �nite-dimensional associa-
tive algebra of endomorphisms, the bilinear form ⟨f, g⟩ := trace(fg)
is associative in the sense that ⟨fg, h⟩ = ⟨f, gh⟩. Then, it is easy to
realize that M⊥ is an ideal of the algebra. Now, one can see that

(M⊥)2 = 0 and M/M⊥ ∼= FE11 ⊕ FE13 ⊕ FE31 ⊕ FE33
∼= M2(F).

Thus M⊥ is a maximal ideal and since it is nilpotent we conclude
that M⊥ is the radical of M.

□

2 Automorphisms and multiplication algebras

2.1. Conservative algebra S2. In this subsection, we compute the auto-
morphism group scheme of S2 over a �eld F of arbitrary characteristic. In
order to do that we consider an associative, commutative and unital ring R
and de�ne in the free R-module B with basis {ei}4i=1 the product as in table
of multiplication of S2 (extended by R-bilinearity to the whole B). When
R = F the algebra B is precisely S2. So by considering B we are thinking
about A de�ned over an arbitrary ring R (associative, commutative and uni-
tal). If we are able to determine autR(B), then we have walked a long way
towards the knowledge of the a�ne group scheme of A over arbitrary �elds.

So consider f ∈ aut(B), and write f(ei) = f j
i ej (using Einstein Criterium).

Then f(e21) = f(e1)
2, hence

−f(e1) = (f j
1ej)

2 = −(f1
1 )

2e1 − 3(f3
1 )

2e4 − 3f1
1 f

2
1 e2 + f1

1 f
3
1 e3 + 3f1

1 f
4
1 e4+

3f2
1 f

1
1 e2 + 2f2

1 f
3
1 e1 + f2

1 f
4
1 e3 − 2f3

1 f
1
1 e3 − f3

1 f
2
1 e1 =

[−(f1
1 )

2 + f2
1 f

3
1 ]e1 + [f2

1 f
4
1 − f1

1 f
3
1 ]e3 + [−3(f3

1 )
2 + 3f1

1 f
4
1 ]e4,

so we deduce {
f1
1 = (f1

1 )
2, f2

1 = 0

f3
1 = f1

1 f
3
1 , f4

1 = 3(f3
1 )

2 − 3f1
1 f

4
1

Furthermore, since Re4 is the left annihilator of B (and this is preserved un-
der automorphism), we have f(e4) = f4

4 e4, which implies f4
4 ∈ R× (invertible

elements of R). Now applying f to e1e4 = 3e4 we get

(f1
1 e1 + f3

1 e3 + f4
1 e4)e4 = 3e4, that is, 3f

1
1 e4 = 3e4.

Assume now that Tor3(R) = 0, then f1
1 = 1 so that 4f4

1 = 3(f3
1 )

2.
Then we discuss cases:

(A) 1
3 ,

1
2 ∈ R. Then f4

1 = 3
4(f

3
1 )

2 (besides f1
1 = 1, f2

1 = 0). Since e3e4 = 0

we have f(e3)e4 = 0 hence f1
3 e1e4+f2

3 e2e4 = 0. So 3f1
3 e4+f2

3 e3 = 0
implying f1

3 = f2
3 = 0. So far the matrix of f relative to the R-basis

{ei} is 
1 0 ∗ ∗
f1
2 f2

2 f3
2 f4

2

0 0 f3
3 ∗

0 0 0 f4
4

 (1)
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whose determinant is f2
2 f

3
3 f

4
4 and must be in R×. Hence f i

i ∈ R× for
any i. Also e23 = −3e4 and applying f we have

(f3
3 e3 + f4

3 e4)
2 = −3f4

4 e4.

Thus −3(f3
3 )

2e4 = −3f4
4 e4 which gives f4

4 = (f3
3 )

2. Take now into
account that e3e2 = −e1 hence

(f3
3 e3 + f4

3 e4)(f
i
2ei) = −(e1 + f3

1 e3 + f4
1 e4)

or equivalently f3
3 e3(f

i
2ei) = −(e1 + f3

1 e3 + f4
1 e4). So

−2f3
3 f

1
2 e3 − f3

3 f
2
2 e1 − 3f3

3 f
3
2 e4 = −e1 − f3

1 e3 − f4
1 e4

and we get

f2
2 f

3
3 = 1, f3

1 = 2f3
3 f

1
2 , f4

1 = 3f3
3 f

3
2 .

Now e22 = 0 hence (f i
2ei)

2 = 0. Thus

−(f1
2 )

2e1 − 3(f3
2 )

2e4 − 3f1
2 f

2
2 e2 + f1

2 f
3
2 e3 + 3f1

2 f
4
2 e4+

3f2
2 f

1
2 e2 + 2f2

2 f
3
2 e1 + f2

2 f
4
2 e3 − 2f3

2 f
1
2 e3 − f3

2 f
2
2 e1 = 0.

We get

−(f1
2 )

2 + f2
2 f

3
2 = 0, f2

2 f
4
2 − f3

2 f
1
2 = 0, −3(f3

2 )
2 + 3f1

2 f
4
2 = 0.

Also e1e3 = e3 so that (e1 + f3
1 e3 + f4

1 e4)f
i
3ei = f i

3ei. Equivalently

(e1 + f3
1 e3)(f

3
3 e3 + f4

3 e4) = f3
3 e3 + f4

3 e4.

Then f3
3 e3+3f4

3 e4−3f3
1 f

3
3 e4 = f3

3 e3+f4
3 e4 and we get 2f

4
3−3f3

1 f
3
3 = 0

so that f4
3 = 3

2f
3
1 f

3
3 . Thus if we put f2

2 = λ and f3
1 = µ we have

f3
3 = 1

λ and

f4
1 = 3

4µ
2, f1

2 = λµ
2 , f3

2 = λµ2

4 ,

f4
2 = λµ3

8 , f1
3 = f2

3 = 0, f4
3 = 3µ

2λ .

Thus the matrix of f in the basis {ei} is

w(λ, µ) =


1 0 µ 3µ2

4
λµ
2 λ λµ2

4
λµ3

8

0 0 1
λ

3µ
2λ

0 0 0 1
λ2

 , λ ∈ R×, µ ∈ R, (2)

and we can check that any f whose matrix is w(λ, µ) is an automor-
phism of B. Also the formula

w(λ, µ)w(λ′, µ′) = w(λλ′, µ′ + µ/λ′)

gives that

aut(B) = {w(λ, µ) : λ ∈ R×, µ ∈ R} ∼=
(
1 R
0 R×

)
being the isomorphism w(λ, µ) 7→

(
1 µ

0 λ−1

)
. So aut(B) is isomorphic

to the group A�2(R) of all invertible a�ne transformations of the
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a�ne plane A2(R). In [22] it is proved this result in the particular
case that R is a �eld F of characteristic zero.

(B) 1
3 ∈ R but 2R = 0. We have f1

1 = 1, f2
1 = 0 and (f3

1 )
2 = 0. Recall

also that f i
4 = 0 for i ̸= 4. Taking into account the multiplication

table, which is the same that the multiplication of S2 when char(F) =
2, we deduce (from e3e4 = 0) that f1

3 e4 + f2
3 e3 = 0 so f1

3 = f2
3 = 0.

Consequently we have the same pattern (1) for the matrix of the
automorphism. So f2

2 , f
3
3 , f

4
4 are invertible. Then we deduce f4

4 =
(f3

3 )
2 as in the previous case. Also following the argument in the

previous case we get

f2
2 f

3
3 = 1, f3

1 = 0, f4
1 = f3

3 f
3
2 .

Now, from e22 = 0 we get:

(f1
2 )

2 + f2
2 f

3
2 = 0, f2

2 f
4
2 − f3

2 f
1
2 = 0, (f3

2 )
2 + f1

2 f
4
2 = 0.

If we put λ = f2
2 , µ = f1

2 we have f3
2 = (f1

2 )
2/f2

2 = µ2/λ implying
f4
1 = µ2/λ2. Then f3

3 = 1/λ. On the other hand, since e2e4 = e3 we
have f i

2eif
4
4 e4 = f3

3 e3 + f4
3 e4 which gives

f1
2 f

4
4 e4 + f2

2 f
4
4 e3 = f3

3 e3 + f4
3 e4, that is, f

1
2 f

4
4 = f4

3 and f2
2 f

4
4 = f3

3 .

So f4
3 = µ/λ2 and f4

4 = 1/λ2. The matrix of f is

w2(λ, µ) =


1 0 0 µ2

λ2

µ λ µ2

λ
µ3

λ2

0 0 1
λ

µ
λ2

0 0 0 1
λ2

 , λ ∈ R×, µ ∈ R, (3)

and reciprocally: if the matrix of f relative to the basis {ei} is as
above, then f is an automorphism of B. We also have the formula
w2(λ, µ)w(λ

′, µ′) = w(λλ′, µ+ λµ′) which gives an isomorphism

aut(B) = {w2(λ, µ) : λ ∈ R×, µ ∈ R} ∼=
(
1 R
0 R×

)
being the isomorphism the given by w2(λ, µ) 7→

(
1 µ
0 λ

)
. So again

aut(B) is isomorphic to the group A�2(R) of all invertible a�ne
transformations of the a�ne plane A2(R).

(C) 3R = 0. As in previous cases f(e4) = f4
4 e4 so f i

4 = 0 except for
i = 4. Imposing the condition f(e21) = f(e1)

2 we get f2
1 = f4

1 =
0. Imposing f(e1e3) = f(e1)f(e3) we get f2

3 = f4
3 = 0 and from

f(e2e4) = f(e2)f(e4) we get f1
3 = 0 and f3

3 = f2
2 f

4
4 . Taking into

account these values, from f(e3e1) = f(e3)f(e1) we get f1
1 = 1.

Aplying now f(e3e2) = f(e3)f(e2) gives f3
1 = −f1

2 f
3
3 and f4

4 =
1/(f2

2 )
2. Using again f(e1e2) = f(e1)f(e2) we get f3

2 = (f1
2 )

2/f2
2 .

Finally, equation f(e2)
2 = 0 gives f4

2 = f1
2 f

3
2 /f

2
2 = (f1

2 )
3/(f2

2 )
2. If
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we do λ = f2
2 , µ = f1

2 we have the matrix

w3(λ, µ) =


1 0 −µ

λ 0

µ λ µ2

λ
µ3

λ2

0 0 1
λ 0

0 0 0 1
λ2

 (4)

so that the equality w3(λ, µ)w3(λ
′, µ′) = w3(λλ

′, µ+λµ′) holds. Then

aut(B) = {w3(λ, µ) : λ ∈ R×, µ ∈ R} ∼=
(
1 R

0 R×

)
, the isomorphism

being w3(λ, µ) 7→
(

1 µ
0 λ

)
. So again aut(B) is isomorphic to the

group A�2(R) of all invertible a�ne transformations of the a�ne
plane A2(R).

Thus we claim:

Proposition 8. Let R be a commutative associative unital ring and B the
free R-module with basis {ei}4i=1 endowed with an R-algebra structure whose
multiplication algebra is that of table of multiplication of S2. Then if 1

2 ,
1
3 ∈ R;

or 1
3 ∈ R, 2R = 0; or 3R = 0, we have aut(B) ∼= A�2(R) the a�ne group of

A2(R). The precise description of aut(B) is given in formulae (2), (3), (4).

Now �x an arbitrary �eld F and let S2 be the F-algebra introduced in
the table of multiplication of S2. We can describe the a�ne group scheme
aut(S2). Denote by AlgF the category of associative, commutative and unital
F-algebras and by Grp the category of groups. Then aut(S2) is the group
functor aut(S2) : AlgF → Grp such that R 7→ aut((S2)R) (where (S2)R :=
S2 ⊗F R is the scalar extension algebra). If ch(F) ̸= 2, 3 then 1

2 ,
1
3 ∈ R for

any R ∈ AlgF. If ch(F) = 2 then 2R = 0 for any R ∈ AlgF but 1
3 ∈ R.

Finally, if ch(F) = 3 then 3R = 0. So in any case we can apply Proposition
8 to R ∈ AlgF to compute the a�ne group scheme aut(S2). Denote by

A�2 : AlgF → Grp the group functor such that R 7→ A�2(R) =
(
1 R

0 R×

)
.

Then we claim

Theorem 9. For an arbitrary �eld F, there is an isomorphism of group
schemes

aut(S2) ∼= A�2.

We recall that the isomorphism condition between group functors is that
there is a collection of group isomorphisms τR : aut((S2)R) ∼= A�2(R) such
that when α : R → S is an F-algebra homomorphism, the following squares
commute:

aut((S2)R) A�2(R)

aut((S2)S) A�2(S)

τR

α1 α2

τS

where each αi (i = 1, 2) is given by applying the corresponding functor
aut(S2) or A�2 to the homomorphism α. Consider now the F-algebra of
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dual numbers F(ϵ). Recall that for an algebraic group G ⊂ GL(V ) (with
V a �nite-dimensional F-vector space), its Lie algebra is lie(G) = {d ∈
gl(V ) : 1 + ϵd ∈ G(F(ϵ))}. Thus lie(autS2) ∼= lie(A�2) ∼= aff2(F) where

aff2(F) =
{(

0 µ
0 λ

)
: λ, µ ∈ F

}
.

As a corollary of Proposition 9 we have

Corollary 10. For an arbitrary �eld we have:

Der(S2) ∼= aff2(F).

2.2. Conservative algebraW2. Consider now the six-dimensional F-algebra
W2 whose multiplication algebra is given in the following table

e1 e2 e3 e4 e5 e6
e1 −e1 −3e2 e3 3e4 −e5 e6
e2 3e2 0 2e1 e3 0 −e5
e3 −2e3 −e1 −3e4 0 e6 0
e4 0 0 0 0 0 0
e5 −2e1 −3e2 −e3 0 −2e5 −e6
e6 2e3 e1 3e4 0 −e6 0

If F is of characteristic ̸= 2, 3, the graph of B relative to the basis of the ei's
is

e1

e2

e3

e4

e5

e6

which is, of course, strongly connected. In the case char(F) = 3 the graph
is not strongly connected:

e1

e2

e3 e4e5

e6

There is an ideal I := ⊕i̸=2Fei so thatW2 = I⊕Fe2 and againW2/I ∼= Fe2
is a zero-product algebra.

Remark 11. Recall that the Jacobson radical rad(A) of a unital algebra A
contains every nilpotent ideal of A. On the other hand if I ◁ A and A/I is
semisimple, then rad(A) ⊂ I.
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Theorem 12. For a ground �eld F of characteristic not 3, we have M(W2) =
EndF(W2), hence W2 is simple. In the characteristic 3 case, W2 has a �ve
dimensional ideal I = ⊕i̸=2Fei and W2/I ∼= Fe2 has zero product. The mul-
tiplication algebra M = M(W2) is 20-dimensional, its radical rad(M) is
12-dimensional and M/ rad(M) = M2(F)⊕M2(F).

Proof. We will apply Proposition 5 repeatedly.

(A) Assume �rst that char(F) ̸= 2, 3. Then L3
e2 = 6E42 hence E4k ∈

M := M(W2) for any k (take into account Remark 6). Since L3
e3 =

−6E24 we have E2k ∈ M for any k. Also L2
e2L

3
e5 = −6E32 hence

E3k ∈ M for every k. Since R2
e2 = 3E32−3E62 we conclude E6k ∈ M

for every k. Furthermore Le2 = 3E12 + 2E31 + E43 − E65 hence
E1k ∈ M for any k. And �nally Re2 = −3E12 − E31 − 3E52 + E61

which implies E5k ∈ M for every k. Thus M = EndF(W2).
(B) When the ground �eld has characteristic 2 we take into account:

R2
e2Le2 = E42 implying E4k ∈ M for any k.

Re2Le2 = E41 + E62 implying E6k ∈ M for any k.
Le2 = E12 + E43 + E65 implying E1k ∈ M for any k.
Re4 = E14 + E23 implying E2k ∈ M for any k.
Le5 = E22 + E33 + E66 implying E3k ∈ M for any k.

Le1 =
∑6

1Eii implying E5k ∈ M for any k.

(C) In case char(F) = 3 we have

Le1 = −E11 + E33 − E55 + E66, Re1 = −E11 + E33 + E51 − E63,
Le2 = −E31 + E43 − E65, Re2 = E61 − E31,
Le3 = E13 − E21 + E56, Re3 = E13 − E21 − E53,
Le4 = 0, Re4 = E23,
Le5 = E11 − E33 + E55 − E66, Re5 = −E15 + E36 + E55 − E66,
Le6 = −E13 + E21 − E56, Re6 = E16 − E25 − E56.

A basis for M is given by the set of matrices:

E11 + E55, E33 + E66, E31 + E65, E13 + E56,
E11 − E51, E33 − E63, E31 − E61, E13 − E53,
E15 − E55, E36 − E66, E16 − E56, E35 − E65,
E21, E23, E25, E26,
E41, E43, E45, E46.

We have computed again the radicalM⊥ of its trace form ⟨f, g⟩ :=
Tr(fg) and it is 12-dimensional ideal. More precisely

M⊥ := rad(⟨·, ·⟩) =
FE21 ⊕ FE23 ⊕ FE25 ⊕ FE26 ⊕ FE41 ⊕ FE43 ⊕ FE45 ⊕ FE46⊕
F(E11 + E15 − E51 + 2E55)⊕ F(E13 + E16 − E53 + 2E56)⊕
F(E31 + E35 − E61 + 2E65)⊕ F(E33 + E36 − E63 + 2E66)
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and (M⊥)2 = F(E43+E46)⊕F(E41+E45)+F(E23+E26)+F(E21+
E25) being (M⊥)4 = 0. Since M⊥ is nilpotent, rad(M) ⊃ M⊥

(see Remark 11). De�ne next the subspace S of M whose basis is
{eij}2i,j=1 ⊔ {uij}2i,j=1 given by

e1,1 = E11 + E15, e2,2 = E33 + E36,
e1,2 = E13 + E16, e2,1 = E31 + E35,
u1,1 = −E15 + E55, u2,2 = −E36 + E66,
u1,2 = E16 − E56, u2,1 = E35 − E65.

If δij denotes the Kronecker delta, it is easy to check that

eijekl = δjkeil, uijukl = δjkuil and eijukl = ukleij = 0

for any i, j, k, l ∈ {1, 2}. Thus S ∼= M2(F)⊕M2(F) and furthermore
M = M⊥⊕S. Thus M/M⊥ ∼= M2(F)⊕M2(F) is semisimple which
implies rad(M) ⊂ M⊥. So rad(M) = M⊥.

□

2.2.1. Automorphisms of W2. In this section we work over a commuta-

tive ring R and denote W2(R) the R-algebra ⊕6
i=1Rei where the multiplica-

tion table of the ei's is that of the multiplication table of W2 given above. If
we take a generic element w =

∑6
i=1 λiei ∈ W2(R) and compute the matrix

of Lw relative to the basis of the ei's we obtain:
−λ1 − 2λ5 3λ2 2λ6 − 2λ3 0 0 0
λ6 − λ3 −3λ1 − 3λ5 0 0 0 0
2λ2 0 λ1 − λ5 3λ6 − 3λ3 0 0
0 0 λ2 3λ1 0 0
0 0 0 0 −λ1 − 2λ5 λ3 − λ6

0 0 0 0 −λ2 λ1 − λ5

 .

If f is any element in aut(W2(R)) we know Lf(w) = fLwf
−1 hence the

characteristic polynomial of Lw is invariant under automorphism of W2(R).
So the coe�cients of that polynomial are invariants and we list here:

ℓ1(w) := 9λ5,
ℓ2(w) := −11λ2

1 − 11λ5λ1 + 31λ2
5 + 11λ2λ3 − 11λ2λ6,

ℓ3(w) := −3λ5

(
22λ2

1 + 22λ5λ1 − 17λ2
5 − 22λ2λ3 + 22λ2λ6

)
,

ℓ4(w) := 19λ4
1 + 38λ5λ

3
1 − 120λ2

5λ
2
1 − 38λ2λ3λ

2
1 + 38λ2λ6λ

2
1 − 139λ3

5λ1−
38λ2λ3λ5λ1 + 38λ2λ5λ6λ1 + 40λ4

5+
19λ2

2λ
2
3 + 139λ2λ3λ

2
5 + 19λ2

2λ
2
6 − 139λ2λ

2
5λ6 − 38λ2

2λ3λ6,
ℓ5(w) := 3λ5

(
λ2
1 + λ5λ1 − 2λ2

5 − λ2λ3 + λ2λ6

)
·(

19λ2
1 + 19λ5λ1 − 2λ2

5 − 19λ2λ3 + 19λ2λ6

)
,

ℓ6(w) := −9
(
λ2
1 + λ5λ1 − λ2λ3 + λ2λ6

)
·(

λ2
1 + λ5λ1 − 2λ2

5 − λ2λ3 + λ2λ6

)
2.

All these polynomial remain invariant under automorphism but we are
using only the �rst one: ℓ1.
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Lemma 13. If an element x ∈ W2(R)\{0} with ℓ1(x) = 9 satis�es x2 = −2x
and Tor3(R) = 0 then x = se4+ e5+ re6 for some r, s ∈ R such that 2s = 0.
In particular if 1

2 ∈ R we have x = e5 + re6.

Proof. Take x = xiei where xi ∈ R. Since ℓ1(x) = 9 we have x5 = 1. By
using the multiplication table, from the equality x2 = −2x we also obtain

−x21 + x2x3 + x2x6 = 0,
x2 = 0,

−x1x3 + x3 + x2x4 + 2x1x6 = 0,
−3x23 + 3x6x3 + 3x1x4 + 2x4 = 0,

−x1 − x2x6 = 0,
x3 + x1x6 = 0,

which can be summarized in x1 = x2 = x3 = 2x4 = 0. Thus taking s = x4
and r = x6 the Lemma is proved. □

If θ ∈ aut(W2(R)) then θ(e5)
2 = −2θ(e5) and ℓ1(θ(e5)) = ℓ1(e5) = 9.

Hence Lemma 13 implies that if Tor3(R) = 0 then θ(e5) = se4 + e5 + re6
with 2s = 0. In case Tor2(R) = 0 we have θ(e5) = e5 + re6.

Lemma 14. Let again Tor3(R) = 0. If x, y ∈ W2(R) are linearly indepen-
dent with ℓ1(x) = 9, ℓ1(y) = 0, and they satis�es x2 = −2x, xy = yx = −y,
y2 = 0 then in case 1

2 ∈ R we have x = e5 + re6 and y = te6 for some
r, t ∈ R. If Tor2(R) = R we can only conclude that x = se4 + e5 + re6 and
y = te6 for some t ∈ R.

Proof. From Lemma 13 we know that if 1
2 ∈ R we have x = e5 + re6. Now

writing y =
∑

µiei (with µ5 = 0) and imposing xy = yx = −y we get the
equations:

2rµ1 = 0, −3µ2 = 0,
−2µ2 = 0, rµ2 − 2µ1 = 0,

rµ2 − µ1 = 0, µ1 + rµ2 = 0,
−rµ1 − µ3 = 0, 2rµ1 − µ3 = 0,

3rµ3 = 0, 3rµ3 + µ4 = 0.

If 1
2 ∈ R or Tor2(R) = R, the �rst row of equations above implies µ2 = 0,

µ1 = 0. Now the second row gives µ3 = µ4 = 0. Therefore y = µ6e6. If
Tor2(R) = R imposing the conditions we only get x = se4 + e5 + re6 and
y = te6. □

For any θ ∈ aut(W2(R)) we can apply Lemma 14 taking x = θ(e5) and
y = θ(e6). Thus, if 1

2 ∈ R or Tor2(R) = R we have θ(e5) = e5 + re6 and
θ(e6) = te6 with r, t ∈ R and t invertible. In case Tor2(R) = R we can
argue as follows: θ(e2)θ(e6) = θ(e5) so tθ(e2)e6 = se4 + e5 + re6 with t
invertible. But the image of Re6 is the R-submodule Re4⊕Re6 hence s = 0.
Consequently
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Lemma 15. Assume that Tor3(R) = 0. Then if 1
2 ∈ R or Tor2(R) = R we

have θ(e5) = e5 + re6 and θ(e6) = te6 with r, t ∈ R and t invertible.

It can be checked that the left annihilator of W2(R) is the R-submodule
of all elements a1(e1+e5)+a3(e3+e6)+a4e4 such that ai ∈ R with 3a1 = 0:

Lann(W2(R)) = Tor3(R)(e1 + e5)⊕R(e3 + e6)⊕Re4 (5)

Lemma 16. If a is in the left annihilator of W2(R) and satis�es e6a =
e5a = 0 then a ∈ Re4

Proof. Write a = α(e1 + e5) + β(e3 + e6) + γe4 with α, β, γ ∈ R, 3α = 0.
Then

0 = e6a = 2αe3 − αe6 + 3βe4 so α = 0.

But 0 = e5a = −βe3 − βe6 + 3βe4t and consequently also β = 0. Thus
a = γe4. □

In case Tor3(R) = 0 and 1
2 ∈ R or Tor2(R) = R we have proved that

θ(e5) = e5 + re6, θ(e6) = te6, r, t ∈ R, t ∈ R×. We can apply Lemma 16
taking a = θ(e4) for any θ ∈ aut(W2(R)). This implies that θ(e4) = se4
for some invertible s ∈ R. So far, when Tor3(R) = 0 and either 1

2 ∈ R or
Tor2(R) = R, the matrix of an automorphism of W2(R) is of the form:

∗ ∗
0 0 0 s

∗ ∗
0 0

0
1 r
0 t

 , (6)

with r, s, t ∈ R, s, t ∈ R×.
We now investigate the image of e3 under automorphisms of W2(R).

Lemma 17. Assume x ∈ W2(R) satis�es xe4 = xe6 = 0, xe5 = te6 (t ∈ R×)
and e6x ∈ Re4. Then if Tor3(R) = 0 we have x ∈ Re3 +Re4 +Re6.

Proof. If x =
∑6

i=1 xiei then from xe4 = 0 we get x2 = 3x1 = 0. But
xe6 = 0 gives x2 = 0 as before and x5 = x1. On the other hand xe5 = te6
gives −x1 − 2x5 = 0, x3 − x6 − t = 0. So 3x5 = 0 and x3 − x6 ∈ R×. Also
e6x = 2x1e3 − x1e6 + 3x3e4 giving x1 = 0. Thus x = x3e3 + x4e4 + x6e6 □

Lemma 18. Assume Tor3(R) = 0 and let u =
∑6

i=1 λiei ∈ W2(R) be such
that u2 = 0, ℓ1(u) = 0, u(e5 + re6) = 0, tue6 = −(e5 + re6) then

(1) λ2 ∈ R× and u =
λ3
1

λ2
2
e4 +

λ2
1

λ2
e3 + λ1e1 + λ2e2.

(2) r = −λ1t.
(3) ℓ1(u(x3e3 + x4e4 + x6e6)) = −9λ2x6.

Proof. Since 0 = ℓ1(u) = 3λ5 we have λ5 = 0. The fact that u(e5 + e6) = 0
gives λ1 + rλ2 = 0 = rλ1 + λ3 − λ6. Since tue6 = −(e5 + re6) we get the
equalities tλ2 = 1 and tλ1 = −r. Thus λ2 is invertible. Also since u2 = 0
we have λ2λ6 = 0 which implies λ6 = 0. Then u =

∑4
i=1 λiei and
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ℓ1(u(x3e3 + x4e4 + x6e6)) = −9λ2x6

is readily checked. Now imposing the condition that u2 = 0 gives λ3 = λ2
1/λ2

and λ4 = λ3
1/λ

2
2. □

Assume again Tor3(R) = 0, 1
2 ∈ R and θ ∈ autR(W2(R)). We know that

θ(e6) = te6, θ(e5) = e5 + re6, θ(e4) = se4. Applying Lemma 17 we know
that θ(e3) = x3e3 + x4e4 + x6e6 for some xi ∈ R. Applying Lemma 18 we

have θ(e2) =
λ3
1

λ2
2
e4+

λ2
1

λ2
e3+λ1e1+λ2e2 for suitable λi ∈ R with λ2 invertible.

Furthermore, since e2e3 = 2e1 we have θ(e2)θ(e3) = 2θ(e1) hence

−9λ2x6 = ℓ1(θ(e2)θ(e3)) = 2ℓ1(θ(e1)) = 2ℓ1(e1) = 0.

Since λ2 is invertible we get x6 = 0 (so θ(e3) ∈ Re3 +Re4). Finally

θ(e1) = −θ(e3)θ(e2) =
3λ2

1x3

λ2
e4 + 2λ1x3e3 + λ2x3e1.

In conclusion we have

Lemma 19. If Tor3(R) = 0 and either 1
2 ∈ R or Tor2(R) = R the matrix

of θ ∈ autR(W2(R)) in the basis of the ei's is of the form:

λ2x3 0 2λ1x3
3λ2

1x3

λ2
0 0

λ1 λ2
λ2
1

λ2

λ3
1

λ2
2

0 0

0 0 x3 x4 0 0
0 0 0 s 0 0
0 0 0 0 1 −λ1t
0 0 0 0 0 t


(7)

The algebra W2(R) contains ⊕4
i=1Rei = (S2)R as a subalgebra. Also

W2(R) ⊃ Re5 ⊕ R6 also as a subalgebra. Then, under the assumptions of
Lemma 19 we know that any automorphism θ ∈ autR(W2(R)) preserves both
subalgebras θ((S2)R) = (S2)R and θ(Re5 +Re6) = Re5 +Re6. The map

autR(W2(R)) → aut((S2)R)

such that θ 7→ θ|(S2)R is a group homomorphism. In fact it is a monomor-
phism because in case θ|(S2)R = 1 we have λ1 = 0 (see equation (7)). Thus if
θ �xes e1, . . . , e4 then also θ(e5) = e5. Moreover since e3e5 = e6 then θ �xes
also e6 whence θ = 1.

Proposition 20. If 1
3 ,

1
2 ∈ R or 1

3 ∈ R, 2R = 0, the map autR(W2(R)) →
aut((S2)R) such that θ 7→ θ|(S2)R is a group isomorphism.

Proof. It only remains to prove that the map is an epimorphism. So if
1
3 ,

1
2 ∈ R, take an arbitrary f ∈ autR((S)R) whose matrix relative to the

basis of the ei's is given in (2). De�ne next f̂ : W2(R) → W2(R) whose
restriction to (S2)R is f and f(e5) = e5 − µ

2 e6, f(e6) = 1
λe6. It can be

checked that f̂ ∈ autR(W2(R)) and f̂ |(S2)R = f . Now in case 1
3 ∈ R and

2R = 0 take an arbitrary f ∈ autR((S)R) whose matrix relative to the basis
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of the ei's is given in (3). Then extend f to the automorphism f̂ of (W2)R
such that f̂(e5) = e5 +

µ
λe6 and f̂(e6) =

1
λe6. □

If ch(F) ̸= 3 we can describe now the a�ne group scheme aut(W2).
As before AlgF will be the category of associative, commutative and uni-
tal F-algebras and Grp that of groups. Then aut(W2) is the group functor
aut(W2) : AlgF → Grp such that R 7→ autR((W2)R) (as usual (W2)R :=
W2 ⊗F R is the scalar extension algebra). If ch(F) ̸= 2, 3 then 1

2 ,
1
3 ∈ R for

any R ∈ AlgF. If ch(F) = 2 then 2R = 0 for any R ∈ AlgF but 1
3 ∈ R. So

in any case we can apply Proposition 20 to R ∈ AlgF to compute the a�ne
group scheme aut(W2(R)). Denote by A�2 : AlgF → Grp the group functor

such that R 7→ A�2(R) =
(
1 R

0 R×

)
. Then we claim

Theorem 21. For a �eld F with ch(F) ̸= 3, there is an isomorphism of
group schemes

aut(W2) ∼= A�2.

Any automorphism f ofW2(R) is of the form in (7) relative to the standard
basis. We can re�ne its form a little. If we impose f(eiej) = f(ei)f(ej) for:

(1) i = 3, j = 5 we get x3 = t.
(2) i = 1, j = 3 we get x3λ2 = 1.
(3) i = 2, j = 6 we get λ2 = 1/t.
(4) i = 6, j = 3 we get s = t2.
(5) i = 5, j = 3 we get x4 = 3t2λ1.

Thus the form of a general automorphism of W2(R) when Tor3(R) = 0 on
canonical basis is

w(x, t) :=


1 0 2tx 3t2x2 0 0
x 1

t tx2 t2x3 0 0
0 0 t 3t2x 0 0
0 0 0 t2 0 0
0 0 0 0 1 −tx
0 0 0 0 0 t

 (8)

So aut(W2(R)) = {w(x, t) : x ∈ R, t ∈ R×} and we can observe that w(0, 1)
is the identity and that

w(x, t)w(x′, t′) = w(x+
x′

t
, tt′) and w(x, t)−1 = w(−tx, t−1)

for any x, x′, t, t′.

2.2.2. The case of characteristic 3. In order to investigate the case of
characteristic 3 we will need to note that if 3R = 0 we have

W2(R)2 = Re1 ⊕Re3 ⊕Re5 ⊕Re6.

So for i = 1, 3, 5, 6 and any θ ∈ autR(W2(R)) we have θ(ei) ∈ Re1 ⊕ Re3 ⊕
Re5 ⊕ Re6. Now θ(e5) = λ1e1 + λ3e3 + λ5e5 + λ6e6 and since e25 = e5,
applying θ we get 2λ2

1 + λ1λ5 + 2λ1 = 0. Now we will use the invariant ℓ2
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(see section 2.2.1). We have 1 = ℓ2(e5) = ℓ2(θ(e5)) = λ2
1 + λ5λ1 + λ2

5 so that
λ2
1 + λ5λ1 + λ2

5 = 1. Now from{
2λ2

1 + λ5λ1 + 2λ1 = 0

λ2
1 + λ5λ1 + λ2

5 = 1

we get 2λ1λ5 + 2λ1 + λ2
5 = 1. Also from the equality e25 = e5 applying θ we

get λ2
5 + 2λ1λ5 + 2λ5 = 0 so that λ5 = 1 + λ1. Thus we can write

θ(e5) = λ1e1 + λ3e3 + (1 + λ1)e5 + λ6e6. (9)

On the other hand by equation (5) we can write

θ(e4) = α(e1 + e5) + β(e3 + e6) + γe4 and since θ(e5)θ(e4) = 0

after an easy calculation we get α = β = 0 so that θ(e4) = te4 (with t ∈ R×).

Now we put θ(e2) =
∑6

i=1 yiei and θ(e3) = z1e1 + z3e3 + z5e5 + z6e6, for
scalars yi, zj ∈ R, and given that θ(e2)θ(e4) = θ(e3) we get

ty2 = z3, z1 = z5 = z6 = 0

so that θ(e3) = ty2e3. Consequently y2 ∈ R×. Now writing

θ(e1) = x1e1 + x3e3 + x5e5 + x6e6,

since θ(e3)θ(e1) = θ(e3) we get x1 = 1 and x5 = 0 and so

θ(e1) = e1 + x3e3 + x6e6.

Since θ(e1)
2 = 2θ(e1) after expanding the corresponding equation we get

x6 = 0 so θ(e1) = e1 + x3e3. Now θ(e1)θ(e2) = 0 gives

y1 = −x3y2, y3 = −x3y1, y5 = 0, y6 = 0.

Thus θ(e2) = −x3y2e1+y2e2+x23y2e3+y4e4. Also θ(e1)θ(e5) = 2θ(e5) which
implies

λ1x3 − λ3 = 0 = −λ6 + λ1x3 + x3.

Moreover, θ(e1)θ(e6) = θ(e6) and if we write θ(e6) = µ1e1+µ3e3+µ5e5+µ6e6
we get

µ1 = µ5 = 0.

Also θ(e2)θ(e3) = 2θ(e1) which implies t = 1/y22. On the other hand the
equality θ(e2)

2 = 0 gives y2(y4 + x33y2) = 0 and the invertibility of y2 im-
plies y4 = −x33y2. Finally since θ(e2)θ(e6) = 2θ(e5) we get λ1 = y2µ3 and

µ6 = µ3y2+1
y2

. Assambling all of this together we get to the matrix of and

automorphism θ of W2(R):

1 0 x3 0 0 0
−x3y2 y2 x23y2 −x33y2 0 0

0 0 1
y2

0 0 0

0 0 0 1
y22

0 0

µ3y2 0 µ3x3y2 0 µ3y2 + 1 µ3x3y2 + x3
0 0 µ3 0 0 µ3y2+1

y2


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whose determinant is (µ3y2+1)2

y32
. Hence µ3y2 +1 ∈ R×. So using the param-

eters a = 1/y2, c = x3, b = µ3/a+ 1 the matrix of a general automorphism
θ (in the basis of the ei's) is

Ma,b,c :=


1 0 c 0 0 0

− c
a

1
a

c2

a − c3

a 0 0
0 0 a 0 0 0
0 0 0 a2 0 0

b− 1 0 (b− 1)c 0 b bc
0 0 a(b− 1) 0 0 ab

 (10)

where a ∈ R×, c ∈ R and b = y2µ3 + 1 hence b ∈ R×. In fact the set
{Ma,b,c : a, b ∈ R×, c ∈ R} is a group relative to matrix multiplications and
obeys the rule:

Ma,b,cMa′,b′,c′ = Maa′,bb′,a′c+c′

hence its identity is M1,1,0 and also M−1
a,b,c = Ma−1,b−1,−ca−1 . Thus

autR(W2(R)) ∼= {Ma,b,c : a, b ∈ R×, c ∈ R} (11)

Modulo the above identi�cation we can see that the subset {Ma,1,c : a ∈
R×, c ∈ R} is a normal subgroup of autR(W2(R)) and it is isomorphic to
A�2(R). Of course the quotient group is isomorphic to the multiplicative
group:

aut(W2(R))/A�2(R) ∼= R×.

Let us compute the center Z(autR(W2(R))), in we consider the equality
Ma,b,cMx,y,z = Mx,y,zMa,b,c for a �xed triple (a, b, c) ∈ R× × R× × R and
an arbitrary one (x, y, z) ∈ R× × R× × R, we �nd that cx + z = az + c
hence taking x = 1 we get z = az for any z ∈ R. So a = 1 and this implies
cx = c for any x ∈ R×. Thus c(−x) = c also. Consequently 2c = 0 and since
3R = 0 this implies c = 0. Then

Z(autR(W2(R))) = {M1,b,0 : b ∈ R×} ∼= R×.

Furthermore we have a decomposition Mx,y,z = M1,y,0Mx,1,z for any Mx,y,z.
So we have an isomorphism

autR(W2(R)) ∼= R× ×A�2(R)

Mx,y,z 7→
(
y,

(
1 z
0 x

))
induced by the decomposition of autR(W2(R)) as a direct product of groups.
Summarizing the previous results we have:

Theorem 22. If 3R = 0 we have an isomorphism autR(W2(R)) ∼= R× ×
A�2(R) where Z(autR(W2(R)) corresponds with the �rst factor R×. Modulo
the above identi�cation, both subgroups R× and A�2(R) are normal sub-
groups. The general form of an element Ma,b,c ∈ autR(W2(R)) is in equation
(10) relative to the basis of the ei's.
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2.3. Conservative algebra W (2). A multiplication on the 2-dimensional
vector space V2 is de�ned by a 2 × 2 × 2 matrix. Their classi�cation was
given in many papers (see, for example, [23, 25]). Let us consider the space
W (2) of all multiplications on the 2-dimensional space V2 with a basis v1, v2.
The de�nition of the multiplication · on the algebra W (2) can be found in
Introduction (see also [15, 20, 22]). Namely, we �x the vector v1 ∈ V2 and
de�ne

(A ·B)(x, y) = A(v1, B(x, y))−B(A(v1, x), y)−B(x,A(v1, y))

for x, y ∈ V2 and A,B ∈ W (2). The algebra W (2) is conservative [15].
Let us consider the multiplications αk

ij (i, j, k = 1, 2) on V2 de�ned by the

formula αk
ij(vt, vl) = δitδjlvk for all t, l. It is easy to see that {αk

ij |i, j, k =

1, 2} is a basis of the algebra W (2). The multiplication table of W (2) in
this basis is given in [20]. In this work we use another basis for the algebra
W (2). Let introduce the notation

e1 = α1
11 − α2

12 − α2
21, e2 = α2

11,
e3 = α2

22 − α1
12 − α1

21, e4 = α1
22,

e5 = 2α1
11 + α2

12 + α2
21, e6 = 2α2

22 + α1
12 + α1

21,
e7 = α1

12 − α1
21, e8 = α2

12 − α2
21.

It is easy to see that the multiplication table ofW (2) in the basis e1, . . . , e8
is the one in following �gure:

e1 e2 e3 e4 e5 e6 e7 e8
e1 −e1 −3e2 e3 3e4 −e5 e6 e7 −e8
e2 3e2 0 2e1 e3 0 −e5 e8 0
e3 −2e3 −e1 −3e4 0 e6 0 0 −e7
e4 0 0 0 0 0 0 0 0
e5 −2e1 −3e2 −e3 0 −2e5 −e6 −e7 −2e8
e6 2e3 e1 3e4 0 −e6 0 0 e7
e7 2e3 e1 3e4 0 −e6 0 0 e7
e8 0 e2 −e3 −2e4 0 −e6 −e7 0

The subalgebra spanned by the elements e1, . . . , e6 is the conservative (and,
moreover, terminal) algebraW2 of commutative 2-dimensional algebras. The
subalgebra spanned by the elements e1, . . . , e4 is the conservative (and, more-
over, terminal) algebra S2 of all commutative 2-dimensional algebras with
trace zero multiplication [20].

We now investigate the structure of W (2) over �elds of arbitrary charac-
teristic. Regardless of char(F), the diagram of W (2) in the basis of the ei's
is:
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e1

e2

e3

e4

e5

e6

e7

e8

which is transitive (take into account that −e23 + ((e3e2)e8)e4 = e4). Now
we claim:

Theorem 23. For char(F) ̸= 2, 3 we have M(W (2)) = EndF(W (2)), hence
W (2) is simple. In the characteristic 2 case, W (2) has a two dimensional
ideal I = F(e5 + e8)⊕ F(e6 + e7) and W (2)/I ∼= W2. Moreover M(W (2)) ∼=
M6(F) ⊕ M2(F). In the characteristic 3 case M = M(W (2)) has a 12-
dimensional radical M⊥ of square zero and M⊥W (2) = F(e1+e5)⊕F(e3+e6)
is an ideal of W (2).

Proof. (A) Assume �rst that char(F) ̸= 2, 3. Then we have:

Le8Le7Le8 = 6E34, implying E3k ∈ M for any k.
R2

e7 = −E27, implying E2k ∈ M for any k.
L2
e7 = 6E14 + 2E23, implying E1k ∈ M for any k.

L2
e2 = 6E32 + 2E41, implying E4k ∈ M for any k.

Le2Re4 = 3E13 + 2E21 − 2E83, implying E8k ∈ M for any k.
Le2Re6 = −E15 + E55 + E85, implying E5k ∈ M for any k.

Le2 = 3E12 + 2E31 + E43 − E65 + E78, hence − E65 + E78 ∈ M.

Thus E7k = (−E65 + E78)E8k ∈ M for any k. Therefore E65 ∈ M
and so every E6k ∈ M. Thus we conclude M(W (2)) = EndF(W (2))
in the case of characteristic ̸= 2, 3.

(B) Assume now char(F) = 2. A simple but tedious computation re-
veals that the radical R = rad(⟨·, ·⟩) of the trace form ⟨·, ·⟩ : W (2)×
W (2) → F given as before by ⟨x, y⟩ := trace(xy) has a basis given by

r1 = E15 + E18,
r2 = E16 + E17,
r3 = E25 + E28,
r4 = E26 + E27,
r5 = E35 + E38,
r6 = E36 + E37,

r7 = E45 + E48,
r8 = E46 + E47,
r9 = E55 + E58 + E85 + E88,
r10 = E56 + E57 + E86 + E87,
r11 = E65 + E68 + E75 + E78,
r12 = E66 + E67 + E76 + E77.

It is also straightforward that R2 = 0. The natural action M ×
W (2) → W (2) provides the two-dimensional ideal R ·W (2) ◁ W (2)
which is R ·W (2) = F(e5 + e8) ⊕ F(e6 + e7). Furthermore the quo-
tient algebra W (2)/RW (2) is isomorphic to the six-dimensional al-
gebra B of section 2.2. By Theorem 12, W (2)/RW (2) is simple.
One can easily check that RW (2) ⊂ Lann(W (2)) but RW (2) ̸⊂
Rann(W (2)). On the other hand, the two-sided annihilator of the
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ideal RW (2), that is, the vector space of elements x ∈ W (2) such
that x(RW (2)) = 0 = (RW (2))x is generated by e3 + e7, e4, e5 + e8
and e6 + e7. This implies that there is no ideal I complementing
RW (2) (because if I existed it would have dimension 6 and it would
be contained in the linear span of {e3+ e7, e4, e5+ e8, e6+ e7} which
is impossible). Now the natural representation M → End(W (2))
induces the isomorphism map

M → End[W (2)/RW (2)]× End(RW (2))
T 7→ (T̄ , T |RW (2))

where T̄ is the map induced in the quotient W (2)/RW (2) by the fact
that RW (2) is M-invariant. Hence, M(W (2)) ∼= M6(F)⊕M2(F).

(C) In case char(F) = 3 we have

Le1 = −E11 + E33 − E55 + E66 + E77 − E88,
Le2 = −E31 + E43 − E65 + E78,
Le3 = E13 − E21 + E56 − E87,
Le4 = 0,
Le5 = E11 − E33 + E55 − E66 − E77 + E88,
Le6 = −E13 + E21 − E56 + E87,
Le7 = Le6 ,
Le8 = E22 − E33 + E44 − E66 − E77,
Re1 = −E11 + E33 + E51 − E63 − E73,
Re2 = −E31 + E61 + E71 + E82,
Re3 = E13 − E21 − E53 − E83,
Re4 = E23 + E84,
Re5 = −E15 + E36 + E55 − E66 − E76,
Re6 = E16 − E25 − E56 − E86,
Re7 = E17 + E28 − E57 − E87,
Re8 = −E18 − E37 + E58 + E67 + E77.

A basis for M is given by the set of matrices:

Eij for i = 2, 4, 7, 8 and any j,
Eai + Ebj for (a, b) ∈ {(1, 5), (3, 6), (5, 5), (6, 6)} and (i, j) ∈ {(1, 5), (3, 6)},
Eai − Ebi for (a, b){(1, 5), (3, 6)} and i = 2, 4, 5, 6, 7, 8.

We have computed again the radicalM⊥ of its trace form ⟨f, g⟩ :=
Tr(fg) and it is 12-dimensional. A basis for M⊥ is

E2,1 + E2,5, E2,3 + E2,6, E1,1 + E1,5 − E5,1 + 2E5,5,
E4,1 + E4,5, E4,3 + E4,6, E1,3 + E1,6 − E5,3 + 2E5,6,
E7,1 + E7,5, E7,3 + E7,6, E3,1 + E3,5 − E6,1 + 2E6,5,
E8,1 + E8,5, E8,3 + E8,6, E3,3 + E3,6 − E6,3 + 2E6,6.

One can easily check that (M⊥)2 = 0. Furthermore
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M⊥ ·W (2) = F(e1 + e5)⊕ F(e3 + e6)

is a (two-sided) ideal of W (2).
□

2.3.1. Automorphisms of W (2). In this section we work again over a

commutative ring R and denote W (2)R the R-algebra ⊕8
i=1Rei where the

multiplication table of the ei's is that of the multiplication table of W (2). If

we take a generic element w =
∑8

i=1 λiei ∈ W (2)R and compute the matrix
of Lw relative to the basis of the ei's we obtain:

−λ1 − 2λ5 3λ2 2ξ1 0 0 0 0 0
ξ1 −3λ1 − 3λ5 + λ8 0 0 0 0 0 0
2λ2 0 ξ2 3ξ1 0 0 0 0
0 0 λ2 3λ1 − 2λ8 0 0 0 0
0 0 0 0 −λ1 − 2λ5 −ξ1 0 0
0 0 0 0 −λ2 ξ2 0 0
0 0 0 0 0 0 ξ2 λ2

0 0 0 0 0 0 ξ1 −λ1 − 2λ5

 ,

where ξ1 = −λ3 + λ6 + λ7 and ξ2 = λ1 − λ5 − λ8, whose characteristic
polynomial is invariant under automorphism so that Lw and Lθ(w) have the
same characteristic polynomial for any automorphism θ of W (2)R. We list
some of the coe�cients of that characteristic polynomial:

Λ1(w) := 4 (3λ5 + λ8),

Λ2(w) := −4

(
3λ2

1 + 3λ5λ1 − 3λ8λ1 − 15λ2
5 − λ2

8 − 3λ2λ3 + 3λ2λ6+
3λ2λ7 − 12λ5λ8

)
,

Λ3(w) := −2 (3λ5 + λ8)

(
18λ2

1 + 18λ5λ1 − 18λ8λ1 − 27λ2
5 + λ2

8−
18λ2λ3 + 18λ2λ6 + 18λ2λ7 − 30λ5λ8

)
.

The left annihilator of W (2)R is

Re4 ⊕R(2e1 − e5 + 3e8)⊕R(e3 + e6)⊕R(e3 + e7).

Lemma 24. Assume W ̸= 0 to be a free R-module W = ⊕n
i=1Rei and

M a submodule with a basis {u1, . . . , uk} which is a subset of another basis
{u1, . . . , un} of W . Then if M ⊂ ⊕n

i=1miei for some maximal ideals mi ◁ R
we have M = 0.

Proof. For i = 1, . . . , n de�ne the R-algebras Ki := R/mi (which are �elds)
and S = ⊗n

i=1Ki. If M ̸= 0 the S-module M ⊗R S is free with a basis of
cardinal k but for any z ∈ M we have z =

∑n
i=1miei with mi ∈ µi and any

element z ⊗ 1S ∈ M ⊗R S satis�es

z ⊗ 1S =
∑n

i=1miei ⊗ 1S =
∑n

i=1 ei ⊗mi1S

but

mi1S = mi(11 ⊗ · · · ⊗ 1n) = (11 ⊗ · · · ⊗mi1i ⊗ · · · ⊗ 1n) =
(11 ⊗ · · · ⊗ 0⊗ · · · ⊗ 1n) = 0.

□
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The fact the mi is maximal in Lemma 24 is not important. What it is
essential is that it is proper (as any maximal ideal is). So we could replace
the maximality hypothesis in the Lemma with mi ̸= R.

It is also easily seen that if L is a free R-module with a (�nite) basis
{l1, . . . , ln} then it may not have a system of generators of cardinal < n.
This allows to extend the previous Lemma in the following sense:

Lemma 25. Assume W ̸= 0 to be a free R-module W = ⊕n
i=1Rei and

M a submodule with a basis {u1, . . . , uk} which is a subset of another basis
{u1, . . . , un} of W . Denote by pi : W → R the i-th coordinate projection
relative to the basis {ei}ni=1. Then for each i = 1, . . . , n if pi(R) ̸= 0 we have
pi(W ) = R.

Proof. Assume without loss of generality that the ideal p1(W ) is proper and
nontrivial. We can de�ne the ring

S = R/p1(W )⊗
n−1︷ ︸︸ ︷

R⊗ · · · ⊗R

and MS := M ⊗ S is a free S-module of dimension K but for any element
z ∈ M given by z =

∑n
i=1 riei we have

z ⊗ 1S = r1e1 ⊗ 1S +
∑

i>1 riei ⊗ 1S =
∑

i>1 ei ⊗ ri

so that {ei ⊗ 1S}i>1 is a system of generators of MS of cardinal < n. □

It is known that any commutative ringR satis�es the strong rank condition
[24, (1.38) Corollary, p. 15], equivalently, for any monomorphism Rm → Rn

we have m ≤ n. In particular consider the free R-module Rn with canonical
basis {ei}ni=1. If a free R-submodule M of Rn has dimR(M) = k then k < n.
Moreover if {e1, . . . , ek} ⊂ M then we want also to prove that

M = ⊕k
i=1Rei. (12)

Indeed, take a basis {ui}ki=1 of M . Then for 1 ≤ i ≤ k we have ei =∑k
q=1 a

q
iuq and for any q we also have uq =

∑n
j=1 b

j
qej (where aqi , b

j
q ∈ R).

Thus 1 =
∑k

q=1 a
q
i b

j
q = δji (Kronecker's delta) or equivalently AB = 1k

(identity matrix k×k in Mn(R)) where A = (aji )
k
i,j=1 and B = (bji )

k
i,j=1. But

since R is a commutative ring, it is stably �nite (see [24, (1.12) Proposition]
and de�nition [24, �1B, p.5]). So BA = 1K also. Now denoting u :=
(u1, . . . , uk) and e := (e1, . . . , ek) we can write Aut = et hence ut = Bet

proving formula (12).

Lemma 26. Assume 1
2 ,

1
3 ∈ R and that I is left ideal of W (2)R which is

a free R-submodule and dimR(I) = 4. Denote by pi : W (2)R → R the ith
coordinate function relative to the basis {ei}. If pi(x) ∈ R× for some x ∈ I
and i ∈ {1, 2, 3, 4} then I = ⊕4

j=1Rej.

Proof. First we prove that if some ei ∈ I (with i ∈ {1, 2, 3, 4}) then I =
⊕4

j=1Rj . Assume �rst that e1 ∈ I, then in the �rst column of the table of
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multiplication of W (2) we can see that e2, e3 ∈ I and since e4 appears in
third column we conclude e4 ∈ I. So ⊕4

i=1Rei ⊂ I and dimR(I) = 4 implies
by formula (12) that I = ⊕4

i=1Rei. In case e2 ∈ I we can see that e1 ∈ I
(second column of the table of multiplication of W (2)). The same applies
if e3 ∈ I. Finally if e4 ∈ I then e3 ∈ I for a similar reason. Now assume
that some x ∈ I has p1(x) ∈ R×. We can assume without loss of generality
that p1(x) = 1. Since we have e8 (e2 (e5 (e1x))) = 6e2 then e2 ∈ I and we
apply the proved part of the Lemma. If some x ∈ I has p2(x) ∈ R× again
we can assume p2(x) = 1 and then since we have e3 (e3 (e3 (e1x))) = 18e4
we conclude e4 ∈ I and can apply again the proved part of the Lemma. In
case p3(x) ∈ R× for some x ∈ I we take into account that e8 (e2 (e2x)) = 6e2
implying e2 ∈ I (as before assuming p3(x) = 1). Finally if p4(x) ∈ R× for
some x ∈ I we use e2(e2(e2x)) = 6e2. □

Corollary 27. Assume 1
2 ,

1
3 ∈ R and that I is left ideal of W (2)R which is a

free R-submodule and dimR(I) = 4. Denote as before by pi : W (2)R → R the
ith coordinate function relative to the basis {ei}8i=1. The either I = ⊕4

j=1Rej
or I = ⊕8

j=5Rej.

Proof. By Lemma 26 either I = ⊕4
i=1Rei or I ⊂ ⊕8

i=5Rei. But dimR(I) = 4
so (12) gives the equality I = ⊕8

i=5Rei. □

Next we keep on assuming 1
2 ,

1
3 ∈ R. We want to investigate the case that

θ : W (2)R → W (2)R be an automorphism such that

θ(⊕4
i=1Rei) = ⊕8

i=5Rei.

Denote θ(e1) =
∑8

i=5 λiei. Since Λ1(e1) = 0 we have

Λ1(θ(e1)) = 4 (3λ5 + λ8) = 0 so λ8 = −3λ5.

Also Λ2(e1) = 3 and Λ2(θ(e1)) = 12λ2
5 which implies λ2

5 = 1/4 and in
particular λ5 ∈ R×. Furthermore e21+ e1 = 0 hence θ(e1)

2+ θ(e1) = 0 which
(after the corresponding computation) gives λ5 =

1
2 and λ7 = 3λ6. Thus we

have

θ(e1) =
1

2
e5 + λ6e6 + 3λ6e7 −

3

2
e8. (13)

Next we study θ(e2) =
∑8

i=5 µiei. Again

Λ1(e2) = 0 = Λ1(θ(e2)) = 4 (3µ5 + µ8) hence µ8 = −3µ5.

Moreover Λ2(e2) = 0 = Λ2(θ(e2)) = 12µ2
5 hence µ2

5 = µ2
8 = µ5µ8 = 0. Since

e22 = 0 we have 0 = θ(e2)
2 = (µ6 − µ7)µ5e6 − (3µ6 + µ7)µ5e7. Thus

µ6µ5 = µ7µ5 and 3µ6µ5 = µ7µ5 whence µ6µ5 = 0 = µ7µ5.

But then µ5θ(e2) = 0, that is, θ(µ5e2) = 0 which gives µ5 = 0. We get

θ(e2) = µ6e6 + µ7e7. (14)

But then, since e1e2 + 3e2 = 0, applying θ and taking into account (13) and
(14), we �nd 0 = θ(e1)θ(e2) + 3θ(e2) = 4µ6e6 + 4µ7e7 so that µ6 = µ7 = 0
which is a contradiction. So far we have proved that no automorphism of
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W (2)R maps ⊕4
i=1Rei to ⊕8

i=5Rei. As a consequence no automorphism of
W (2)R maps ⊕8

i=5Rei to ⊕4
i=1Rei.

Corollary 28. If 1
2 ,

1
3 ∈ R any automorphism of W (2)R maps ⊕4

i=1Rei to

itself and the same holds for ⊕8
i=5Rei.

Lemma 29. Assume 1
2 ,

1
3 ∈ R and that I is left ideal of W (2)R which is

a free R-submodule of dimension 2. Denote by pi : W (2)R → R the ith
coordinate function relative to the basis {ei}. Then pi(x) = 0 for any x ∈ I
and i ∈ {1, 2, 3, 4}.

Proof. First we assume that some rei ∈ I with r ̸= 0 and i ∈ {1, 2, 3, 4}. This
will take us to a contradiction. Indeed, under that assumption we have Ir ⊃
Rr

ei
1 where we denote by Rr the localization RS−1 being S = {1, r, r2, . . .}.

LetW := W (2)R and consider the localizationWr := W⊗RRr then (sinceRr

is a �at R-algebra) Ir := I ⊗R Rr is an ideal of Wr which a free Rr-module
and dimRr(Ir) = 2. We will identity Wr with the algebra of fractions x

rn

(x ∈ W,n ≥ 0) where x
rn = x′

rm if and only if rk(rmx − rnx′) = 0 for some
k. Now if rei ∈ I (i = 1, 2, 3, 4) then re1

1 ∈ Ir so that e1
1 ∈ Ir. Consequently

Rre1 ⊂ Ir and the multiplication table of W gives ⊕4
i=1Rrei ⊂ Ir (we have

identi�ed ei
1 with ei). But then 4 ≤ 2 taking dimensions. We conclude

that if rei ∈ I with i ∈ {1, 2, 3, 4} then r = 0. Now consider x ∈ I with
pi(x) ̸= 0 and i ∈ {1, 2, 3, 4}. We have I ∋ e8 (e2 (e5 (e1x))) = 6p1(x)e2
whence p1(x) = 0. Next we have I ∋ e3 (e3 (e3 (e1x))) = 18p2(x)e4 hence
p2(x) = 0. Then I ∋ e8 (e2 (e2x)) = 6p3(x)e2 whence p3(x) = 0 and �nally
the equality I ∋ e2(e2(e2x)) = 6p4(x)e2 to deduce that p4(x) = 0. □

Consider now an automorphism θ of W (2)R (again 1
2 ,

1
3 ∈ R) and let us

study the image θ(e6). Since Re5 ⊕ Re6 is a left ideal of W (2)R and it is
under the hypothesis of Lemma 29, we have θ(e5), θ(e6) ∈ ⊕8

i=5Rei. So for

instance θ(e5) =
∑8

i=5 µiei and θ(e6) =
∑8

i=5 λiei and we can use again the
invariants Λ1 and Λ2. We have

12 = Λ1(e5) = Λ1(θ(e5)) = 4 (3µ5 + µ8)

whence µ8 = 3−3µ5. Also −15 = Λ2(e5) = Λ2(θ(e5)) = 12µ2
5−18µ5−9. So

we deduce that 2µ2
5−3µ5+1 = 0 implying that µ5 is invertible. Furthermore,

θ(e5)
2 + 2θ(e5) = 0 hence the following elements of R are zero:

2 (µ5 − 1)µ5, µ5µ6 − µ6 − µ5µ7, −3µ5µ6 + 3µ6 − µ5µ7 + 2µ7, 6 (µ5 − 1)2 .

This implies that µ5 = 1, µ7 = 0 and µ8 = 0. So θ(e5) = e5 + µ6e6. Now
using again the invariants Λ1(e6) = 0 and Λ2(e6) = 0. We have

Λ1(θ(e6)) = 4(3λ5 + λ8) = 0 whence λ8 = −3λ5.

Also Λ2(θ(e6)) = 0 from which we derive λ2
5 = 0 and consequently λ2

8 = 0 =
λ8λ5. We also have θ(e6)

2 = 0 which gives

λ5λ6 − λ5λ7 = 0, −3λ5λ6 − λ5λ7 = 0 and so λ5λ6 = λ5λ7 = 0.
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As a consequence λ5θ(e6) = 0 which gives λ5 = 0. So θ(e6) = λ6e6 and in
summary we have {

θ(e5) = e5 + µ6e6

θ(e6) = λ6e6.
(15)

Now, under the same assumptions 1
2 ,

1
3 ∈ R let us investigate θ(e7), θ(e8) for

θ ∈ aut(W (2)R). As in the previous case we have θ(e7), θ(e8) ∈ ⊕8
i=5Rei.

Write θ(e7) =
∑8

i=5 γiei, since θ(e6)θ(e7) = 0 we get γ5 = γ8 = 0 so that

θ(e7) = γ6e6 + γ7e7. Finally write θ(e8) =
∑8

i=5 δiei, from the equality
Λ1(e8) = Λ1(θ(e8)) we get δ8 = 1 − 3δ5 and from Λ2 (e8) = Λ2 (θ(e8)) we
have δ5 (2δ5 − 1) = 0. Now the couple of identities e6e8 = e7 and e8e6 = −e6
give the equations

−γ6 − δ5λ6 = 0, −γ7 − 3δ5λ6 + λ6 = 0, 2δ5λ6 = 0

so that γ6 = 0, γ7 = λ6 and δ5 = 0 (because λ6 ̸= 0). Then θ(e7) = λ6e7
and θ(e8) = δ6e6 + δ7e7 + e8 but since θ(e8)

2 = 0 we get δ6 = 0 so that{
θ(e7) = λ6e7

θ(e8) = δ7e7 + e8.
(16)

Thus we conclude

Proposition 30. If 1
2 ,

1
3 ∈ R any automorphism θ of W (2)R �xes any of the

left ideals ⊕4
i=1Rei, ⊕6

i=1Rei, ⊕6
i=5Rei and ⊕8

i=7Rei. Relative to the basis
{ei}8i=1 the matrix of an automorphism is of the form

1 0 2tx 3t2x2 0 0 0 0
x 1

t tx2 t2x3 0 0 0 0
0 0 t 3t2x 0 0 0 0
0 0 0 t2 0 0 0 0
0 0 0 0 1 −tx 0 0
0 0 0 0 0 t 0 0
0 0 0 0 0 0 t 0
0 0 0 0 0 0 tx 1


(17)

Proof. Since θ restricts to an automorphism of W2(R) = ⊕6
i=1Rei, the 6× 6

upper left block in (17) is an in (8). It remains to prove that θ(e8) = txe7+e8
but we have proved in (16) that θ(e8) = δ7e7+e8. Since θ(e8)θ(e3)+θ(e3) = 0
we have

0 = (δ7e7 + e8)(te3 + 3t2xe4) + te3 + 3t2xe4 =
3δ7te4 − te3 − 6t2xe4 + te3 + 3t2xe4 = 3δ7te4 − 3t2xe4

and since t is invertible δ7 = tx. □
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2.3.2. The case 2R = 0. Note that necessarily 1
3 ∈ R. In this case de�ne

f1 := e5 + e8 and f2 = e6 + e7. Then I := Rf1 ⊕ Rf2 is a 2-dimensional
(two-sided) ideal of W (2)R (see Theorem 23). It has a basis {f1, f2} which is
a subbasis of {e1, e2, e3, e4, e5, e6, e6 + e7, e5 + e8} which can be seen to be a
basis of W (2)R. Indeed the matrix of coordinates of these vectors relative to

the basis of the {ei} is
(

I6 0
M I2

)
where I6 and I2 denote the identity matrices

of size 6 and 2 respectively and M =
(
0 0 0 0 0 1
0 0 0 0 1 0

)
. It is easy to check

that M is invertible and agrees with its own inverse. The ideal I satis�es
IW (2)R = 0.

Lemma 31. Assume that 2R = 0 and J ◁ W (2)R is a 2-dimensional ideal
such that JW (2)R = 0 then J ⊂ I.

Proof. Any x ∈ J satis�es xW (2)R = 0 which implies that the elements of
J are of the form

g = λ3e3 + λ4e4 + λ5(e5 + e8) + λ6e6 + (λ3 + λ6) e7.

Note that the 5th and 8th coordinates of g (relative to the basis {ei}) agree.
So since e2g ∈ J we must have λ6 = p5(e2g) = p8(e2g) = λ3 + λ6 whence
λ3 = 0 and we have proved that the elements of J satisfy p3(J) = 0. So
a general element of J is of the form g = λ4e4 + λ5(e5 + e8) + λ6(e6 + e7).
But J ∋ e2g = λ4e3 + λ6e5 + (λ3 + λ6)e8 which implies λ4 = 0. Thus
g ∈ R(e5 + e8)⊕R(e6 + e7).

□

Under the hypothesis in the title of this subsection, if θ ∈ aut(W (2)R),
Lemma 31 implies θ(I) ⊂ I (recall that I is the ideal I = Rf1 ⊕ Rf2 de-
�ned above). Consequently I ⊂ θ−1(I) ⊂ I so that θ(I) = I for any θ ∈
aut(W (2)R). Since W (2)R/I ∼= W2 (see Theorem 23) any θ ∈ aut(W (2)R)
induces an automorphism θ̄ : W2 → W2. Then the matrix of θ̄ relative to the
basis {ēi}6i=1 (begin ēi := ei + I) is the one in formula (8). So the matrix of
θ relative to the basis {e1, . . . , e6, f1, f2} of W (2)R is of the form

1 0 0 t2x2 0 0 a1 a2
x 1

t tx2 t2x3 0 0 a3 a4
0 0 t t2x 0 0 a5 a6
0 0 0 t2 0 0 a7 a8
0 0 0 0 1 tx a9 a10
0 0 0 0 0 t a11 a12
0 0 0 0 0 0 a13 a14
0 0 0 0 0 0 a15 a16


(18)

where t ∈ R×. Furthermore, if we write the matrix of θ relative to the basis
of the ei's and impose the conditions for automorphism we �nd the relations

a1 = a2 = a3 = a4 = a5 = a6 = a7 = a8 = 0, a9 = a10tx,
a11 = a10t, a12 = 0, a14 = 0, a15 = a13x, a16 =

a13
t .
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Lemma 32. In case 2R = 0 the matrix of an automorphism θ ∈ aut(W (2)R)
relative to the basis {e1, . . . , e6, f1, f2} of W (2)R is

Ωt,x,v,u =



1 0 0 t2x2 0 0 0 0
x 1

t tx2 t2x3 0 0 0 0
0 0 t t2x 0 0 0 0
0 0 0 t2 0 0 0 0
0 0 0 0 1 tx utx u
0 0 0 0 0 t ut 0
0 0 0 0 0 0 v 0
0 0 0 0 0 0 vx v

t


(19)

where we have replaced a10 with u and a13 with v. Furthermore t, v ∈ R×,
x, u ∈ R.

We have the relations

Ωt,x,v,uΩt′,x′,v′,u′ = Ωtt′,x+x′/t,vv′,u′+uv′/t′ and Ω−1
t,x,v,u = Ω1/t,tx,1/v,tu/v.

The set G1 := {Ωt,x,1,0 : t ∈ R×, x ∈ R} is a subgroup of aut(W (2)R) iso-
morphic to A�2(R). Indeed, if we consider

A�2(R) =
{(

1 x
0 t

)
: t ∈ R×, x ∈ R

}
we have a group isomorphism γ1 : A�2(R) → G1 such that(

1 x
0 t

)
7→ Ωt,t−1x,1,0.

On the other hand G2 := {Ω1,0,v,u : v ∈ R×, u ∈ R} is also a subgroup
of aut(W (2)R) isomorphic to A�2(R) via the map γ2 : A�2(R) → G2 such

that
(
1 x
0 t

)
7→ Ω1,0,t,x. It is easily seen that G2 is a normal subgroup of

aut(W (2)R) and the map ρ : G1 → aut(G2) given by

ρ(Ωt,x,1,0)(Ω1,0,v,u) = Ωt,x,1,0Ω1,0,v,uΩ
−1
t,x,1,0 = Ω1,0,v,tu

is a group homomorphism. We also have Ωt,x,v,u = Ωt,x,1,0Ω1,0,v,u and so
Aut(W (2)R) = G2 ⋉G1 with multiplication

(g2g1)(g
′
2g

′
1) =

[
g2ρ(g1)(g

′
2)
]
(g1g

′
1).

If we de�ne τx,t :=
(
1 x
0 t

)
so that A�2(R) = {τx,t : x ∈ R, t ∈ R×} then

we have an action of A�2(R) on itself by automorphisms ρ′ : A�2(R) →
aut(A�2(R)) given by ρ′(τx,t)(τu,v) = τtu,v. Then there is a commutative
square

G1 aut(G2) θ

A�2(R) aut(A�2(R)) γ−1
2 θγ2

ρ

γ1 innγ2

ρ′

and we conclude that aut(W (2)R) ∼= A�2(R)⋉A�2(R).
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2.3.3. The case 3R = 0. Note that necessarily 1
2 ∈ R. Consider an R-

algebra A which is a free R-module with a �nite basis. Let M := M(A) be
its multiplication algebra and Tr: M → R the trace (so Tr(T ) is the trace
of the matrix of T relative to any basis of the R-module A). Also denote
by k : M×M → R the symmetric R-bilinear map k(T, S) := Tr(TS). This
satis�es k(TT ′, S) = k(T, T ′S) = K(T ′, ST ) for any T, T ′, S ∈ M. Thus
M⊥ := {T ∈ M : k(T,_) = 0} is an ideal of M and M⊥A an ideal of A.
There is also an action aut(A) ×M → M such that φ · T = T ∗ := φTφ−1

for any φ ∈ aut(A) and T ∈ M. Furthermore k(T ∗, S∗) = K(T, S) for
any S, T ∈ M so that (M⊥)∗ ⊂ M⊥ or equivalently aut(A) · M⊥ ⊂ M⊥.
Consequently the ideal M⊥A of A is invariant under automorphisms of A:
for any φ ∈ aut(A), T ∈ M⊥ and a ∈ A one has φ(T (a)) = T ∗φ(a) ∈ M⊥A.

Remark 33. Let F be an arbitrary �eld in this Lemma and U be a �nite-
dimensional F-algebra, M = M(U) its multiplication algebra, I ◁ M and
R ∈ AlgF. If j : IU → U is the inclusion, identifying IU ⊗R with (IU)R via
j ⊗ 1R : IU ⊗R → UR, we have (IU)R = IRUR.

We now particularize considering W (2)R. We start with W (2) over a �eld
F of characteristic 3 and take A = W (2)R. If we denoteM = M(W (2)) then
MR can be identi�ed with M(W (2)R) ([6, (2.5) Lemma (a)]). Also we have
k : M×M → F as above: k(T, S) = Tr(TS) inducing kR : MR ×MR → R
and we have the standard result that (MR)

⊥ ∼= (M⊥)R. By Theorem 23 we
have M⊥W (2) = F(e1 + e5)⊕ F(e3 + e6) hence by Remark 33,

M⊥
RW (2)R = R(e1 + e5)⊕R(e3 + e6).

So this ideal is invariant under automorphisms of W (2)R.
Next we compute the quotient algebra W (2)R/I where

I = R(e1 + e5)⊕R(e3 + e6).

We consider a basis of W (2)R/I given by
fi = ei + I, for i = 1, 2, 3, 4,

f5 = e8 + I,

f6 = 2e7 + I.

The multiplication of the quotient algebra relative to this basis is given in
the following table

f1 f2 f3 f4 f5 f6
f1 2f1 0 f3 0 2f5 f6
f2 0 0 2f1 f3 0 2f5
f3 f3 2f1 0 0 f6 0
f4 0 0 0 0 0 0
f5 f1 0 2f3 0 f5 2f6
f6 2f3 f1 0 0 2e6 0
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So we conclude that W (2)R/I ∼= W2(R) and any automorphism of W (2)R
induces an automorphism of W2(R) whose matrix relative to the basis of the
fi's is given in (10). Consequently any automorphism θ of W (2)R acts in
the form

θ(e1) = e1 + ce3 + (e1 + e5) t1 + (e3 + e6) t2
= (t1 + 1) e1 + (c+ t2) e3 + t1e5 + t2e6,

θ(e2) = − c
ae1 +

1
ae2 +

c2

a e3 −
c3

a e4 + t3 (e1 + e5) + t4 (e3 + e6)

=
(
t3 − c

a

)
e1 +

1
ae2 +

(
c2

a + t4

)
e3 − c3

a e4 + t3e5 + t4e6,

θ(e3) = ae3 + t5 (e1 + e5) + t6 (e3 + e6)
= (a+ t6) e3 + t5e1 + t5e5 + t6e6,

θ(e4) = a2e4 + t7 (e1 + e5) + t8 (e3 + e6)
= t7e1 + t8e3 + a2e4 + t7e5 + t8e6.

But imposing the conditions θ(eiej) = θ(ei)θ(ej) for i, j ∈ {1, 2, 3, 4} we
get

t2 = ct1, ti = 0 for i ≥ 3.

Thus, the coordinates of θ(ei), i = 1, 2, 3, 4 relative to the {ej}8j=1 writen in
matrix form give 

1 0 c 0 0 0 0 0

− c
a

1
a

c2

a − c3

a 0 0 0 0
0 0 a 0 0 0 0 0
0 0 0 a2 0 0 0 0

 .

On the other hand since the image of e1 + e5 and e3 + e6 is in R(e1 + e5)⊕
R(e3 + e6) we have

θ(e5) = −θ(e1) + x1 (e1 + e5) + x2 (e3 + e6)x2 =
(−c− t2 + x2) e3 + (−t1 + x1 − 1) e1 + (x1 − t1) e5 + (x2 − t2) e6,

θ(e6) = −θ(e3) + x3 (e1 + e5) + x4 (e3 + e6)x2 =
(−a− t6 + x4) e3 + (x3 − t5) e1 + (x3 − t5) e5 + (x4 − t6) e6.

Imposing the conditions θ(eiej) = θ(ei)θ(ej) for i ∈ {1, 2, 3, 4} and j ∈
{5, 6} we get

t1 =
t6
a , x2 = cx1, x3 = 0, x1 =

x4
a

and the coordinates of θ(ei) with i = 1, . . . , 6 relative to the basis {ej}8j=1

writen in a matrix form are
1 0 c 0 0 0 0 0
2c
a

1
a

c2

a
2c3

a 0 0 0 0
0 0 a 0 0 0 0 0
0 0 0 a2 0 0 0 0

b− 1 0 c(b− 1) 0 b bc 0 0
0 0 a(b− 1) 0 0 ab 0 0

 .
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Finally writing θ(e7) =
∑

λiei and θ(e8) =
∑

µiei and imposing the condi-
tions θ(eiej) = θ(ei)θ(ej) for i ∈ {1, . . . , 8} and j ∈ {7, 8} we get the matrix
of a general automorphism θ ∈ autR(W (2)R) which is

Ma,b,c,k :=



1 0 c 0 0 0 0 0

− c
a

1
a

c2

a − c3

a 0 0 0 0
0 0 a 0 0 0 0 0
0 0 0 a2 0 0 0 0

b− 1 0 bc− c 0 b bc 0 0
0 0 ab− a 0 0 ab 0 0
0 0 ak 0 0 ak a 0
−k 0 −ck 0 −k −ck −c 1


(20)

with a, b ∈ R×, k, c ∈ R.

Theorem 34. If 3R = 0 the matrix of any automorphism of W (2)R relative
to a basis {ei} with multiplication table as in the table of multiplication of
W (2) is of the form (20) with a, b ∈ R×, c, k ∈ R.

We have

Ma,b,c,dMa′,b′,c′,d′ = Maa′,bb′,ca′+c′,db′+d, M−1
a,b,c,d = M 1

a
, 1
b
,− c

a
,− k

b
,

then autR(W (2)R) ∼= A�2(R)×A�2(R) via the isomorphism

Ma,b,c,d 7→
((

1 c
0 a

)
,

(
1 d
0 b

))
and as an a�ne group scheme

aut(W (2)) ∼= A�2 ×A�2.

In this case, we have a direct product dislike the case 2R = 0 in which the
product was semidirect.
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